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Abstract

This study investigates the viability of using sound detection for road safety. Specifically looking
into the possibilities of detecting emergency vehicle sirens. The advancements in soundproofing
and noise canceling require new tools to improve road safety. A study made by Dr. Simon Moore
in 2017, stated that drivers who listen to music louder than 96dB, will lose about 20% of their
concentration. A driver in a soundproofed car only has a very short time to react to the ambulance.
Our prototype to offer a solution has the capabilities to recognize ambulance sirens from low sound
levels, in traffic situations as well. It connects to an Android App, sending alerts within 2 seconds
after a siren sound becomes audible. The prototype provides a proof of concept, however, it amplifies
the faults of the idea as well. Due to not being able to assess the full traffic situation, the prototype
cannot decide if the user is in the ambulance’s way or not. This can lead to several false alarms,
limiting the real-life usability of the system. The research starts by looking at advancements in
sound detection in the past decade. Several studies are reviewed about ambulance detection, which
paths the way for the design choices. For the prototype the YAMNet pre-trained sound classifier
neural network is implemented on a Raspberry Pi, communicating to an Android App. To determine
the true viability of the prototype more excessive testing is required. However, this study elucidates
a promising avenue for further exploration and development in sound-detecting driver assistance
systems.
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 INTRODUCTION 
 NSC (National Safety Council) does research every year, to find statistics on the number of lives 
 lost in different kinds of accidents.  In 2010 did 131 Americans lose their lives in car crashes 
 involving an EMV (emergency motor vehicle). 86 lives were lost to a collision with a police car, 
 31 with an ambulance, and 14 with a firetruck. These numbers only went up since then and are 
 now up to approximately 200 lives per year. In the year 2021, 134 Americans lose their lives in a 
 car crash with a police car. 39 died in a collision with an ambulance and 24 with a firetruck. 
 Accidents could happen for numerous reasons. But in all the accidents, there is a discussion 
 about concentration, alertness, reaction time, etc. both from the driver of the EMV (Emergency 
 Motor Vehicle) and other drivers, pedestrians, and bystanders. 
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 Professor Dr. Simon Moore did research back in 2017, that stated, that drivers lose 
 approximately 20% of their focus by listening to louder music than 96dB while driving, which 
 will end up in fatality. Dr Simon Moore also discovered that music with 100 BPM (beats per 
 minute) or above, typically results in drivers driving faster, because the driver subconsciously 
 matches the heartbeat to the beat of the music. Another group of Australian scientists did a test 
 in 2011 that concluded that the sound of an emergency siren, loses 6dB per doubling distance, 
 so the emergency vehicles don’t need to be far away, for the driver not to hear them approach, 
 essentially when the music is louder than 96dB. 

 The prototype 

 There are multiple solutions to solve that problem, but we want to focus on alerting the 
 surroundings of the emergency vehicle. Our solution is to install a device that will detect the 
 sound of the emergency vehicle siren and give an alert. The device will be mounted on the car, 
 with the microphone on the outside, so the siren can be detected. The microphone must be 
 placed strategically, so it won’t pick up too much background noise and engine noise. When the 
 microphone detects the siren, the device will send an alert to the connected phone, having the 
 potential to automatically turn the volume down, or off altogether. 

 As seen above, the device next to the smartphone, the device is not connected to the phone by wire, 
 therefore can be separated. 

 Findings 

 A lot has improved over the last few years, the technology is speeding up alongside the future. 
 But it’s not the future yet, there are still some complications with detecting sounds. The 
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 detection of the sound itself is possible, the microphone and the software can do the task, as 
 presented with our prototype. The challenge is that it will get complicated if we would go 
 deeper into the problem. e.g. if the driver is sitting in the vehicle, and the device hears the 
 emergency siren. But the driver neither sees nor hears the siren, since the ambulance is cruising 
 by on another street. This “false positive” effect is unavoidable with the current implementation 
 and can cause frustration to users. A similar problem is that the device does not recognize 
 where the sound is approaching. Imagine the driver is stuck in traffic, the device goes off, all the 
 drivers make way for the emergency vehicle, and an ambulance drives by on the other side of 
 the street, or worse, the ambulance is driving on a parallel street. The device can’t hear the 
 speed of the approaching emergency vehicle either, which could be a problem as well, some 
 drivers might think that they still have a bit of time, whether it is to reach their turn or get to 
 their destination, and that could result in a collision or even worse. There are methods to make 
 the device more precise, for example by mounting multiple microphones on the device, in that 
 case, the device would know if the sound is coming from the front of the car, back, or one of the 
 sides. However, using purely sound detection, knowing if the car is in the way of the ambulance 
 or not seems unreachable. 

 Future improvements 

 This device can be upscaled so it would be available for bicycles, pedestrians (with headsets), 
 and people on other types of transportation vehicles. These upgrades or rather upscales, might 
 have some complications as well. For this project to be upscaled, some of the technology needs 
 to be upgraded as well, both software and hardware. The whole device needs to be more 
 advanced, for it to be suited for more than cars. For the device to be mounted on bikes, 
 motorcycles, or even be a technology on smartphones so pedestrians could benefit from it, it 
 will need a lot of improvements. The device will need to be more precise, meaning no false 
 positives, a more advanced approach to the problem, and easier assistance for the user.  For a 
 device like this to be a success, it needs to be flawless. For the drivers to choose to use this 
 device, they need to be ensured that the device is helpful and that it will save lives. One of the 
 most important reasons is that the user (driver, motorcyclist, bicycle, or pedestrian) is that the 
 device won’t take over and be in control for no reason. The device would only take over and turn 
 off the music, when it’s a matter of life and death, when the emergency vehicle is in a hurry, but 
 cars are blocking the streets. Therefore, the device needs to be 100% flawless. The bare 
 minimum is that the microphone listens to everything, but only takes over when there is an 
 emergency vehicle approaching, not driving by, on the other side of the street, or even on a 
 different street. In the future of upscaling/upgrading the device, GPS could be added to the 
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 software. In that case, the route of the emergency could be online on a map, and the drivers in 
 traffic could make way, even though the emergency vehicle isn’t visible. In that way, all that is 
 needed is that the device is connected to the satellite, and if the vehicle is on the same route or 
 crosses paths with the emergency vehicle, the driver will receive an alert. 

 In future upgrades, ANC can be included in this technology. ANC is the technology we know as 
 Active noise cancellation. That technology is getting more and more advanced. Big companies 
 are starting to create headsets with advanced noise canceling, even cars have noise canceling. 
 So, ANC could be a critical factor for the safety of drivers, pedestrians, motorcyclists, and 
 cyclists. As mentioned earlier, a combination of, 100 BPM and sound higher than 96dB, now 
 with noise cancellation, can be crucial, that’s a matter of life and death. 

 The device could have a feature to not only turn off the music but also deactivate the noise 
 cancellation. For all kinds of users. It could be used by cars, as a device mounted on, 
 motorcycles, in the helmet, and pedestrians, built in the headset. By the time all these features 
 are implemented on the device, and the device is publicly used, there will be a lot of difference. 
 The response time for emergency vehicles will be shorter, and as a result, emergency responders 
 will arrive faster at their destination. People will be more aware of the approaching vehicles, 
 and make way, which results in fewer collisions. 

 Read More about the accidents 

 https://injuryfacts.nsc.org/motor-vehicle/road-users/emergency-vehicles/ 
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1 Introduction

1.1 Background and motivation

Emergency vehicles sometimes have difficulty reaching their destination on time, especially during
rush hour. The driver of any vehicle must make sure to drive fast but safely. The sirens must be on
so everyone can hear its approach, but sometimes the driver of a private vehicle can turn the music
up enough not to hear the sirens, or for some other reason not to see the light of the emergency
vehicle. The problem also concerns bikers, especially in populated areas. More and more people
are now using noise-cancelling headphones, some of which are capable of cancelling up to 70% of all
noises. Combining that with a loud song or a phone call makes it almost impossible for a cyclist to
perceive their surroundings. Lack of awareness or alertness can be crucial, and especially in traffic, it
can be catastrophic. Drivers of private vehicles that tend to not pay attention can harm themselves
and others. In 2021, 198 lives were lost in crashes with an EMV (Emergency Motor Vehicle) [24].
We were motivated to find a solution to this problem. This solution manifested in a device that
will spread awareness and alert drivers in case of emergencies. The device detects the emergency
vehicle when it is approaching, and lets the driver know by turning down the music and sending a
notification.

1.2 Objectives and goals of the project

Research Question:

How to alert car drivers for an ambulance siren, to avoid delaying emergency vehi-
cles?

The goal of the project is to research and get an overview of up-to-date sound detection methods.
Then propose and make a prototype for a device that can recognize the sound of an ambulance in
an urban environment. The sound detection has to be quick and able to work in low signal levels.
The device is to be placed outside the passenger area to avoid loud music and ANC (Active Noise
Cancelling) and will be connected to the user’s smartphone. In the case of siren detection, the device
sends signals to an app on the user’s phone, having the potential to disrupt loud music listening.

The project looks into the possibilities of alerting drivers to emergency vehicle sirens. Looking at
the state-of-the-art sound recognition, the viability of the concept, and research and products made
in this field. The goal is to create a proof of concept and discuss the viability of the results.
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2 Theory

2.1 Real-life situations

2.1.1 Response time of emergency vehicles

Response time is different from one country to another. Below, is shown a list of 8 countries. This
list shows the response time for emergency vehicles, as well as the year, country, city, HDI (human
development index), and life expectancy. We are not going to take the HDI as a factor since we
only focus on the response time. As can be seen, the bigger the city is, the longer the response time
gets. These numbers are average and could differ from responding on empty roads and throughout
the rush hour.

Figure 1: A list of response times for different countries

In Denmark, the response time for ambulances is set to be 5 minutes, although studies show that
only 25% of the ambulances reach their destination within the time limit. For the Fire Department
as well as the police, they need to be at their destinations as soon as possible. [27]

2.1.2 Effects of loud music and noise canceling

Dr. Simon Moore is a psychologist and a professor who, in 2017 conducted a study on drivers
listening to loud music, with a fast beat. The study showed that if the driver is listening to music
that had a BPM of more than 100, the driver tends to drive faster. BPM is beats per minute, and
a higher BPM makes the driver drive faster subconsciously so that the heart will beat at the same
speed as the music. Professor Moore has also concluded that the fast beat, combined with a sound
level of about 95dB, would decrease reaction time by 20% [24].

2.2 Literature Review

Multiple research has been conducted on how to recognize the sound of an ambulance. The common
goal is to be able to alert drivers in soundproof environments to the sirens and thus, speed up the
way of the ambulance. This section starts with giving an insight into the advancements in sound
recognition technology in the past decade, then takes a look into research conducted specifically on
siren sound detection.

2.2.1 Sound recognition

The two main branches of sound recognition are speech and non-speech recognition. The non-speech
recognition tasks are commonly known as automatic sound recognition (ASR). Other names for it
are sound event recognition (SER) and, in some cases, acoustic event detection. [33]. An ASR system
is made for automatic sound recognition by processing a sound signal and using machine learning
techniques. Essentially, it is similar to a speech recognition system, with the primary difference being
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that it processes non-verbal audio input. There is a wide range of usage of ASR systems, includ-
ing music genre classification [37], musical instrument sound classification [38], audio surveillance [32],
sound event recognition [13], and environmental sound recognition [10]. Audio surveillance and sound
event recognition are used for room and public transport monitoring, guarding wildlife areas, and
in healthcare, for monitoring elderly people.

While ASR is used in many different areas, the principle of the approaches is very similar, inspired
by speech recognition systems [33]. There are three key steps for each ASR system. It starts with
signal processing, then feature extraction, and finally classification. The goal of signal processing is
to prepare the input data for feature extraction. This includes dividing the data into smaller frames,
typically into 10-30 ms. Feature extraction commonly includes transforming the time-domain signal
to the frequency domain (see more in chapter 2.5.1) or time-frequency domain (see more in chapter
2.5.2). Finally, during the classification, the unknown audio events are assigned into classes with
some confidence. The classes are defined by the training data where a big amount of audio events
are classified.

The two main classifiers used in the last decade are Support Vector Machines (SVM) and Deep
Neural Networks (DNN) [33]. An SVM finds a hyperplane that maximizes the distance between two
given classes. In other words, uses statistical learning to find what separates the features of distinct
classes. SVMs generally give better predictions than other traditional classifier methods like kNN
(k-nearest neighbors), and NC (nearest center) [33].

In recent years deep learning algorithms gained popularity in most pattern recognition fields.
Similarly in sound recognition, deep neural networks are researched by many groups including Mi-
crosoft Research, Google, IBM Research, etc [33]. They also found that DNNs perform better than
most other classification methods [19]. DNNs also generally outperform SMVs [33].

2.2.2 Siren sounds

The ambulance siren has a distinctly recognizable sound for the human ear, which suggests that
the automatic recognition of it should not be too hard. However, this is not always the case. (The
struggles with sound detection are discussed further in section 2.6).

The research paper “Identification of Ambulance Siren sound and Analysis of the signal using
statistical method” [34] uses a simple approach to identify the ambulance sound. It has a great ad-
vantage in that it does not include the use of any computationally heavy machine learning algorithm,
avoiding the need for a huge training dataset. It uses Python to process the sound input, and then
properties like Mean and Standard deviations are compared to siren sound properties. It has a great
success identifying siren sounds. An additional advantage is the light processing power needed and
a lack of need for complex tasks. This sounds ideal, however, the paper states that “This algorithm
can be used when there is less noise in the surroundings.” which makes it ineffective in a general
city environment with traffic noise.

Similarly, the research paper Recognition of the Ambulance Siren Sound in Taiwan by the Longest
Common Subsequence [26] avoids using neural networks as well to speed up the recognition process
and avoid complex calculations. The researchers are looking for the Longest Common Subsequence
of high and low-frequency sounds that match the pattern of an ambulance siren. They use several
setups to check the efficiency. The result is 85% for The true Positive Rate (ambulance sound is
there and detected) when there is noise in the car. However, it is 77.1% when there is noise outside
the car. Besides, there is a 10% False Positive Rate.

The following two research has a similar goal to our report and they are important sources of
inspiration.

The research Detection of an ambulance and a fire truck siren sounds using neural networks [36]

points out the dangers of soundproof vehicles as well as the possibilities in siren detection for road
safety. The researchers test out the capabilities of two different neural networks (MLP and LSTM-
RNN) in classifying ambient sound into three classes: ambulance, fire truck, and road noise. The
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identification of fire trucks is not as strong, however, the accuracy of ambulance sound recognition
is over 97% for both neural networks.

Researchers of Detection of Ambulance Siren in Traffic [31] are using a smartphone’s microphone
to identify ambulance sirens. The goal is to alert the drivers to the ambulance in soundproof ve-
hicles so the ambulance can move through the traffic effectively. In the paper, the authors train a
Bayesian regularized artificial neural network (BRANN) and observe that in identifying ambulance
sirens, it reaches an “accuracy of greater than 99 percent in simulated conditions using sound data
from prerecorded audio”.

State of the art algorithms
The paper CNN architectures for large-scale audio classification [18] compares the performance

of the VGG, AlexNet, ResNet-50, and Inception V3 neural networks in audio classification, finding
ResNet-50 as the best-performing model. The research paper Audio Interval Retrieval using Con-
volutional Neural Networks [25] compares neural networks in classifying audion events. It compares
YAMNet, AlexNet, and ResNet-50 pre-trained models and finds that YAMNet slightly outperforms
the other two models, however, it is important to mention that their test dataset is the same which
was used for the training of the YAMNet model.

2.3 Machine Learning

2.3.1 Machine Learning

ML, also known as Machine Learning, is a kind of artificial intelligence (AI), that focuses on using
algorithms and data to imitate the human way of thinking. This technology has been advancing over
the last couple of decades, the advances are within storing and processing data, for instance, Netflix
recommending the users specific movies, and Spotify recommending specific songs. ML algorithms
are in general used to make predictions and/or classifications. The algorithm will use the input data
to produce a pattern [22].

2.3.2 Neural Networks

Neural networks, also known as artificial neural networks (ANN), are a subfield of ML. The name
and structure of ANN are inspired by the human brain. Artificial neural networks (ANNs) are made
of node layers. Each node connects to another and has a linked weight and threshold. If the output
of any node is more than the specified threshold value, that node will be activated, and start sending
data to the next layer of the network. Neural Networks train on data sets to improve their accuracy,
so over time, and a lot of training, the neural networks become a powerful tool within computer
science and AI, making it easier to classify and work with data fast [23].

2.3.3 Deep Learning

Deep learning is a subfield of neural networks, which is the subfield of ML. Deep learning is almost
the same as neural networks, the difference is just the number of layers. Neural networks generally
have one input layer, a hidden layer, and one output layer, but on the other side, Deep learning has
one input layer, multiple hidden layers, and one output layer. So, with additional hidden layers,
deep learning can optimize and refine for accuracy [21].

2.4 YamNet

YAMNet [17] is a sound classifier deep neural network made by Google. It is an open source and
freely available. YAMNet uses a mel spectrogram to extract features of the sound. It is trained on
the AudioSet-YouTube corpus dataset [16] which includes 2,084,320 human-labeled 10-second sound
clips drawn from YouTube videos. The trained machine-learning model takes an audio waveform as
an input and then makes independent predictions for 521 audio event classes. It is available as a
TensorFlow as well as a TensorFlow light model. TensorFlow light is developed for computers with
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low power, this means machine learning models can be used on a system-on-chip like an Arduino as
well.

2.5 Sound signal

The sound propagates through the air in the form of longitudinal waves. These waves arrive at the
receiver which can be a human ear or a microphone. In the case of a microphone, the waves in the
air make the diaphragm vibrate. The vibrations are turned into electrical signals with a transducer.
The electrical signal is analog at this point. To turn the signal into digital, an ADC (Analog to
digital converter) [8] measures the amplitude of the signal at discrete time intervals. This creates a
series of values representing the sound signal in a digital form. The process of measuring the analog
signal’s amplitude at given time intervals is called sampling. The frequency of taking a sample is
called the sampling rate. It is measured in Hertz (Hz) which tells how many samples were taken in
one second. The accuracy of the measurement depends on the bit rate. The bit rate tells the number
of bits used to represent each sample. For example, when the bit rate is 16 (CD quality) [28] it means
16 bits were used so 216 = 65, 536 different values possible for each amplitude measurement. The
values are often represented as integers from -32,768 to 32,767. The higher the bitrate the higher
the quality.

The sound arriving at the microphone is made of sound waves with different frequencies. For
a given sound the frequency of the wave determines the pitch and the amplitude sets the volume.
The building frequencies add up to make an accumulated waveform that is recorded. The digital
signal is a series of snapshots of the original analog signal at discrete time intervals. To be able to
retrieve the underlying waves in the signal the snapshots have to be taken frequently enough so the
building waves show up. The Nyquist-Shannon theorem [30] states to accurately capture a signal the
sampling rate has to be at least twice the highest frequency present in the signal. This is called the
Nyquist rate. The human hearing range is from 20Hz to 20000Hz so the Nyquist rate for recording
sounds humans can hear is 40000Hz. In practice, the sampling rate is usually set to 44.1 kHz.

Finding the building frequencies in a signal can give a lot more information about the sounds
recorded than just seeing the waveform Fig2. To retrieve the underlying frequencies the well-known
method is using a Fourier transform.

Figure 2: Recorded waveform of an ambulance siren. The x-axis is the sample
number and the y-axis is the amplitude of the signal. Created with Python

2.5.1 Fourier transform

The Fourier transform is based on the principle that any periodic signal can be described as a sum
of sine and cosine waves with different amplitudes and frequencies. After a Fourier transform, a
signal in the time domain results in a signal in the frequency domain [8]. This means after a Fourier
transform the change in the signal over time cannot be observed. Performing a Fourier transform on
a sound signal gives the frequencies that are present in the sound. By essentially breaking down a
signal to its “building frequencies” computers (and humans as well) can get more information about
the sound signal. This opens the possibilities for algorithms that look for a specific frequency. Fig 3
shows an example of how the frequencies are usually shown after a Fourier transform on audio data.
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Figure 3: The FFT of the ambulance sound shown in Fig 2. The x-axis is the
frequencies and the y-axis is the amplitude of the frequencies.
Created with Python

2.5.2 Spectrograms

Spectrograms are useful to get information on the frequency change over time. To create a spectro-
gram a Short Time Fourier Transform (STFT) is used which means performing a Fourier transform
for shorter time slices. This way the frequency changes can be observed over time by constructing
a spectrogram. In a spectogram the X-axis is the time and the Y-axis is the frequencies. The
amplitude of the frequencies is shown as colors. Fig 4 shows the spectrogram of 1 second of traffic
noise with ambulance sound.

Figure 4: The spectrogram of the ambulance sound shown in Fig 2. The x-
axis shows the time in centiseconds and the y-axis shows the frequencies. The
amplitude of the different frequencies are represented by colors, the lighter the
color the higher the frequency.
Created with Python

A special case of spectrograms is a mel spectrogram. Humans can distinguish between lower
frequencies more effectively than between high-pitched sounds. For example, the change appears to
be more significant from 400Hz to 500Hz than the change from 10000Hz to 10100Hz even though
the frequency change is the same (100Hz). To account for this, a Mel spectrogram instead of using
a regular scale on the y-axis (frequency-axis) uses a Mel scale [11], which is a logarithmic scale. This
way the representation of sounds on the Mel Spectrogram is closer to how we perceive sound. This is
important in the case of machine learning, models trained using Mel Spectrograms can often perform
better in tasks that mimic human hearing. Fig 5 shows an example of a Mel Spectrogram compared
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to a Spectrogram.

Figure 5: Showing the difference between Spectrogram and Mel Spectrogram.
The Mel Spectrogram uses a logarithmic scale for the y-axis (frequencies) giving
a representation which aligns more with how we (humans) perceive sound.
from EURASIP Journal on Audio Speech and Music Processing [11]

2.6 Obstacles with sound recognition

There are several obstacles to sound detection. There is always sound pollution in the surrounding
areas. Sound pollution is all the background noise we daily listen to, without hearing. Sounds like
planes, machines, car exhausts, etc. These sounds are always around us, but the brain chooses not
to acknowledge them, but sensors will. The sound sensor will detect all sounds within the range.
For the sound to be used after being detected, it needs to be saved, the problem is that it needs
memory storage. 1 hour of a 24-bit BWAY audio will require about 1GB of storage [39] [12].

2.6.1 The Doppler effect

The Doppler effect also known as the Doppler shift is the name for the change of frequency for a
wave in relation, to an observer. An example of the Doppler effect is the change of sound heard
when a car is pressing the horn while approaching. The frequency will be higher when the car is
approaching, and lower when the car is driving away. The idea behind the Doppler effect is when
the source of the waves is approaching, each wave will be sent from a location closer to the observer,
than the previous wave. So, each wave received will be a bit faster, until the vehicle has passed the
observer. On the other hand, if the vehicle is driving way, the waves will each be slower and further
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away than the other [29]. The change in pitch makes it hard to listen for a specific known sound
given by moving objects.

2.6.2 Attenuation

Attenuation is the loss or weakening of signal strength. The closer someone is to the source, the
better signal received. Attenuation can happen due to many reasons. One factor that can weaken
the signal, is the physical surroundings, Buildings, cars, people, and other signal interference [40].

2.6.3 Variability in sound sources

Sounds don’t travel at the same speed, because sound is a vibration of kinetic energy passed from
molecule to molecule. The closer the molecules are to each other the faster sound can travel. Sound
waves travel easily through solid matter, and the bonds between the molecules are stronger than for
instance liquid and gasses [40]. Sound also reflects from physical objects, then the reflected waves
interfere with the original signal, potentially changing it.

2.6.4 Acoustic properties of ambulance sirens

In an emergency response in America, there are 3 different types of sirens. The driver of each vehicle
can choose which siren to use. Depending on the situation the driver can choose a lower-frequency
siren. In situations where the emergency vehicle driver needs to go through traffic, the sirens can
be changed to a higher and faster frequency. The first type of siren is the “wail”. This siren has a
continuous rising and falling sound, that goes between 500 and 1800Hz, this siren is a slow siren,
that goes 11 cycles/minute. The second type is the “Yelp”, that sound has a continuous warbling
sound, also between 500 and 1800Hz, but this one is faster, it has 55 cycles/minute. The third type
is called Hi-Lo, and the name comes from the sound because it has a two-tone sound. This type is
as fast as “Yelp” but with a lower frequency of 670-1100Hz. [9]
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3 The prototype

In this section we propose a concept to implement an ambulance alert for car drivers. The goal is to
see the viability of an ambulance alert using modern available tools. The section first starts off with
the requirements for the prototype and design ideas. Then the created prototype is presented and
the technical implementations are explained. The next step is the testing. Although the scope of
the project did not allow for rigorous testing, a testing procedure is proposed which could be used
in future work. The section ends with an analysis on the capabilities of the prototype.

3.1 Design

The goal of the prototype is a proof of concept to realize the capabilities of modern available tools.
The aim is a device that can recognize the sound of emergency vehicles (in the project specifically
focusing on ambulance sound) and give near real-time alerts to an application. Our ambition with
the prototype is to give insight into the limits of the concept and enable future work in the field.

The major design decision for the ”ambulance alert” is, where does the recording takes place. The
paper Detection of Ambulance Siren in Traffic [31] proposes an idea to use the phone’s microphone.
However the goal is to avoid the sound-proofed area of the car. To do that, the design idea is to use
a system-on-chip with microphones connected outside of the passenger area, which communicates
to the driver’s phone.

There are several reasons for this design choice. Firstly, this makes a modular system that can be
used in any car, the system-on-chip can be placed under the hood, while the connected microphones
can be placed further away to avoid engine noise. Secondly, most of the drivers use Bluetooth
connection in the car to connect to the speaker with their phone. Communicating to the phone
enables notification to the driver. Additionally, the connected app could lower the volume of the
music, and maybe turn off active noise canceling, if in use, however, these features are not required
for the proof of concept and are out of the scope of this project. Finally, by making the sound
detection run on an external device, it does not drain the power of the phone, the external device
can be connected to the car’s electricity.

Figure 6: The design sketch of the product. The Device has microphones placed
outside of the passenger area in a car and it connects to the driver’s phone. By
communicating through the app it can lower the music volume.

3.2 Overview of the prototype

The created prototype is a multiple-platform system, where an environment sound classifier neu-
ral network is implemented on a Raspberry Pi 4 which communicates through Bluetooth with an
Android app. The Raspberry Pi and the phone is paired with Bluetooth. The app is open for
connections, the Raspberry Pi initiates a connection, using the RFCOMM protocol. When the con-
nection is established, the app stops looking for connections and instead starts to listen for incoming
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messages The app is a simple application with a text message in the middle, displaying its status
to the user. Using threading the app simultaneously listens for incoming messages and updates the
text message. When the Raspberry Pi detects an emergency vehicle siren, it sends a message to the
app, with the confidence of the detection, which is then displayed in the app. Figure 7 shows the
final setup running on the Raspberry Pi 4 and the Android phone.

The program code for the prototype is available on GitHub. See Appendix A.

Figure 7: Image of the final setup. The Raspberry Pi 4 is actively listening for
siren sounds and the app is waiting for messages.

3.3 Technical implementation

3.3.1 Hardware setup

The requirements for the microchip are the following:

• Strong enough processing power to be able to run the YAMNet ML model to classify the sound
in the environment. Additionally, it has to run fast enough to give near real-time predictions.

• Needs to have a big enough memory to handle about two seconds of sound recording, store
the ML model and the code to process the recording, and give predictions.

• Available Bluetooth connection to communicate with the driver’s phone to send alerts when
an emergency vehicle is detected.

• Finally, it has to be able to handle inputs from microphones.

Original choice

The initial choice for the microchip was an ESP32 D1 mini. An ESP32 is a low-cost micro-
controller with low power consumption [2]. It has an integrated Wi-Fi and Bluetooth module. It
is an ideal choice for prototyping as it is easily programmable through the Arduino IDE (Arduino
Integrated Development Environment) [1]. Additionally, it has a built-in ADC (analog-to-digital
converter (see section 2.5) which makes it easy to pair it up with a low-cost microphone and record
digital audio samples. The ESP32 worked properly to record sounds in digital format and to transfer
them to a laptop through Bluetooth. At this stage, the audio data was analyzed on the laptop using
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Figure 8: ESP32 runs a program to record audio data and transfer it to a laptop
with Wi-Fi. At this stage of the development, the data was analyzed on the
laptop. Implementing the data processing and analyzing process on the ESP32
faced storage limitations.

Python. However, when trying to implement the analyzing process on the ESP32, limitations were
faced.

Encountered limitations

The limits of the ESP32 were reached with the available RAM on the chip. The available space
did not occur to be enough to make a 1-second audio recording and store it on the ESP32. Besides
the recording, the chip should have enough space to store the program code and the trained neural
network. The first solution was to connect an SD card with a module, however, this complicated the
development significantly. Figure 8 shows the setup for the ESP32. The communication with the SD
card adds an additional layer to the program, complicating significantly the use of the pre-trained
neural network. Additionally, it requires extra care to ensure that the program’s storage demands
at any point never exceed the ESP32’s available RAM.

The solution to surpass the limitations was to switch to a Raspberry Pi 4. This choice not only
solves the issue but has several additional advantages for the project.

Switch to Raspberry Pi

Using a Raspberry Pi for the prototype gives several advantages over an ESP32 with the main
drawback being the increased cost for prototyping. A Raspberry Pi is a credit-card-sized computer
with available General-Purpose Input/Output pins to connect electronic components.

The first and foremost advantage to switch to a Raspberry Pi is the increased RAM and storage
available. Besides, the Raspberry Pi is a more sophisticated device than the ESP32, it can manage
the communication between the running program and the SD card automatically.

A second big advantage of switching to Raspberry Pi is that it has Python natively running on
it. In early development, to test the initial ideas and to see what is possible we used the Python
programming language. For the ESP32 this code should have been translated to C++ code. The
Raspberry Pi can run code in Python, which made it possible to implement the already tested code
with small changes to match the Raspberry environment. The final advantage the Raspberry Pi has
is the easier use of Tensorflow Lite on it. TensorFlow Lite is a framework developed by Google to
use machine learning models. It is lightweight, making it ideal to use ML models on devices with
limited CPU power.
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Even though switching to Raspberry Pi opens up easier development for the prototype, it required
compromising as well. Switching meant that all the code programmed for the ESP32 are need to
be rewritten for the new environment. However, development in Python is generally faster than in
C++, therefore reusing the tested concepts in Python did not mean significant throwback.

In the final setup, an external microphone is connected to the Raspberry Pi using a USB sound
card. This is automatically recognized by the Raspberry OS. It enables the use of the ”sounddevice”
Python module for recordings. The final configuration is showed on Figure 7

3.3.2 Software setup

Raspberry Pi

The Raspberry runs a Raspberry Pi OS which is a Linux-based operating system. The interface
of the small computer can be reached in several ways. In our case the fastest development was
possible, communicating to the Raspberry using ssh through the terminal. This involves connecting
the laptop to the same Wi-Fi network as the Raspberry, then using the Raspberry’s IP address and
password to connect through the terminal. The IP address was found using the router’s connection
list. To make the Raspberry connect to the Wi-Fi, credentials can be set during the installation of
the operating system.

(a) OS installation (b) Finding the IP address
(c) accessing the Raspberry ter-
minal

Figure 9: Setting up the Raspberry Pi to connect to the mobile hotspot Wi-Fi during installation of
the Raspberry Pi OS (a). Then the IP address of the Raspberry shows up in the router’s connection
list (b), which can be used to connect through ssh in the laptop’s terminal (c).

The Python environment of the Raspberry Pi is slightly different than what runs on a Windows
laptop which means the same libraries cannot be used. Although most of the code can be tested on
the laptop the development requires continuous checking if the code runs on the Raspberry Pi as
well. The process of testing means changing the Python code to use the libraries in the Raspberry
environment, then transferring the folder containing all the necessary parts for the code to run
through SSH. Finally starting the program through the terminal.

The file structure for the Raspberry Pi program is important. The code uses the YamNet pre-
trained machine-learning model, stored in a “.tflite” format, as well as a CSV file containing the
name of the sound classes, the model can identify.

The required dependencies installed to run the program on the Raspberry Pi are stored in the
“requirements.txt” file. (Available on the GitHub page, see Appendix A). However, the full list of
installed libraries on the Raspberry Pi is available in the “requirements full list.txt” file, in order to
make the system reproducible.

The Machine Learning model

The chosen method to recognize emergency vehicle sirens is using a machine learning model. The
reason for this is the results of the research papers reviewed in section 2.2. Based on the review, the
neural networks clearly outperform traditional algorithm methods. From the neural networks re-
viewed YAMNet is one of the best-performing models (see section 2.2.2), more information about the
ML model YAMNet can be seen in 2.4. The pre-trained model is available through the TensorFlow
framework [4], having the additional advantage that it is possible to further train the model. The

12



implementation of the neural network was done using the documentation of the model, available by
Google [5]. To use YAMNet, the pre-trained model is downloaded from TensorFlow’s website. The
model is implemented with the tflite-runtime python module [3]. The newest version was found to
be incompatible with the Raspberry Pi, therefore version 2.11.0, released on the 7th of December,
2022 is used in the project.

Figure 10: The YAMNet model gives predictions on a one-second audio clip.
The darker color shows more confidence in the prediction. Out of 520, the 9
predictions with the highest confidence are shown. The Alarm class has the
highest confidence score from them (black stripe).

3.4 The Raspberry Pi code

The program on the Raspberry Pi utilizes the YamNet pre-trained neural network, to classify the
environment sounds. It listens for input using an external microphone, in one-second windows. It
means it takes a recording every second and passes that recording to the neural network for classi-
fication. The neural network gives out predictions of what sounds can it hear. The program listens
for the confidence level of identifying “emergency vehicle”. It continuously checks the confidence
level, and when a threshold is passed, it sends out a message through Bluetooth. Figure 11 shows a
flowchart for the sound detection. Figure 12 shows the printouts in the Raspberry’s terminal. The
program prints out the confidence level for the emergency vehicle sound recognition and the pre-
dicted main environment sound as well. The prediction of the main sound shows that the program
could be used for other purposes than siren detection as well.
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Figure 11: Flowchart for the program on the Raspberry Pi. The takes one second
recordings of the environment sounds, which recordings are passed into the Yam-
Net pre-trained neural network. When the confidence level of the ”emergency
vehicle” class reaches the threshold, an alert is sent out through Bluetooth.
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Figure 12: The Raspberry Pi terminal prints out the confidence level for the
emergency vehicle sound recognition and the predicted main environment sound
as well. The prediction of the main sound shows that the program could be used
for other purposes than siren detection as well.

The implementation of the neural network and Bluetooth communication is done using Python
classes. This design choice was made to make the program modular. This helps to make the code
reusable in other projects and simplifies the debugging. The program runs from the “main.py” file,
where the overall flow of the program is defined. For more details, look into the GitHub page (see
Appendix A).

3.5 The Android App

The Android App is primarily used for presentation purposes. It helps to see the speed of the system,
giving a view of implementing the concept can give fast enough alerts for the drivers. The app is
created with Android Studio, using the Java language. It displays a text message to the user, giving
information about the current state of the program. Additionally, it sets up a Bluetooth server and
listens for connections. When a connection is received, it checks for new messages. When a message
is received, it is displayed to the user.
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It has two files, “MainActivity” and “Bluetooth”. Both files contain several classes. The design
choice is to break down the program into two distinguishable parts. The MainActivity contains
everything related to the user experience and manages the life cycle of the application. This includes
the UI element and permission management. The Bluetooth file contains every class and method
needed to establish a Bluetooth connection and receive messages. Figure 13 shows a UML diagram
of the classes. The other important files are the “activity main.xml” which contains the UI elements
and the “AndroidManifest.xml” which lists the required permissions for the app to run.

Figure 13: Class diagram of the Java classes made for the Android application.
The arrows showing the flow of communication between classes.

The Android App was tested on a Samsung A40 smartphone, with Android version 11. Fig-
ure 14 shows the app running. The application was developed using Android’s “Build your first
Android app” [7] tutorial. The main source for implementing Bluetooth is the Android Developers
documentation on Bluetooth handling [6].
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(a) Waiting for connection (b) Connection established (c) Emergency vehicle detected

Figure 14: Screenshots of the Android Application running. The application is run and tested on a
Samsung A40 smartphone. It listens for Bluetooth messages from the Raspberry Pi.

3.6 Bluetooth connection

One of the trickiest parts of the program is the Bluetooth communication between the Raspberry
device and the phone. The Android application has very specific requirements for permission man-
agement, set by Google. If the permissions are not managed properly, the app gives errors.

For the Bluetooth connection, the phone sets up a server to receive connections. The server has
an identification, called the UUID. For the project, a UUID was generated using a random UUID
generator. The Raspberry Pi and the phone is paired, then the Raspberry Pi looks for a connection,
using the same UUID as specified in the phone application and the MAC address of the phone. It
is important that the current implementation uses the MAC address of the phone, this means the
program only works with the phone that has that MAC address. Since the MAC address is unique for
every phone, this has to be changed in the Raspberry’s program if the system is tested with another
Android device. Using the UUID and the MAC address, the Raspberry finds the open channel on
which the App is listening and initiates a connection. Once a connection is set, the Raspberry can
continuously send messages to the phone. The prototype uses the RFCOMM connection protocol,
which provides for binary data transport.

3.7 Testing

We conducted a simple test to see the reaction of the device. Using a decibel meter on a phone.
We tested when the confidence level rise significantly for the “emergency vehicle” detection by
the YamNet neural network running on the Raspberry Pi. We played an ambulance sound from
a speaker. The recording had other traffic noises in the background. We found that when the
ambulance sound reached about 50dB, the confidence level of the detection raised significantly,
showing about 0.005 confidence. It may seem very low, however, based on our experience this level
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of confidence is rarely reached, it is a good indication that something similar to a siren can be heard.
Figure 15 shows shows a screenshot of the UI of the sound meter application, used in the test. This
test also showed the speed of the system. When the ambulance sound was played with a high enough
volume, the sound classification went through the system with almost no delay. The program needs
one second to record the sound, however, after that, the classification and sending the message to
the phone happens seemingly instantaneously. The program is capable of alerting the ambulance
sound after it’s audible within 1.5 seconds.

Figure 15: Conducting a simple test to see how the prototype reacts to am-
bulance sound. The confidence level of the neural network’s prediction raised
significantly around 50dB. The image shows a screenshot of the UI of the sound
meter application, used in the test.

The time frame of the project did not allow for rigorous testing by the time the final prototype
was created. Now we would like to propose a testing procedure that can be used in future work.
The core of the siren detection is the threshold for the confidence level. When the confidence level
of the “emergency vehicle” class reaches the threshold (given by the YamNet NN) it is considered a
detection of an emergency vehicle. Therefore selecting the threshold is essential for the prototype.
To do this we propose the following method: Placing the Raspberry Pi safely on a car, positioning
the microphone preferably outside of the passenger area. Maybe fixing it to the roof. Log the
predictions for the “emergency vehicle” category. Drive with no distractions (i.e. music etc.) and
take notes of when the emergency vehicle siren is audible. Of course, considering safety first, maybe
a second person could take notes, or using a logging application where it’s possible to log with a press
of a button. Analyzing the data can give a good idea about the threshold to set. Firstly looking at
the maximum confidence reached by the program when there were no siren sounds. Then, compare
it to what are the predictions when there were some alarm sounds. The threshold should be set
somewhere between. This test can also give a good idea about the precision of the prototype.

3.8 Analysis

Using the YamNet model the prototype is capable to recognize other sounds than emergency vehicle
sirens as well. It can recognize 520 different sounds, which could be used for further ideas and
development. It can near real-time give predictions about the environment using purely sound
input. The speed of the system is especially promising. The prototype shows that by using modern
tools like a Raspberry Pi and freely available resources like the YamNet model, sound classification
is possible within seconds. Based on preliminary testing it can be seen that the model reacts to low
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levels of ambulance sounds. To learn more about its precision and required sound levels, further
testing is necessary.

Analyzing the process to create the prototype, we can see some of the tools used are quite
painstaking. Especially working with Bluetooth shows the weakness of the system. The Bluetooth
connection cannot be fully trusted, which is an important factor for the potential implementation
of the created concept.

Finally, an important factor is the exactness of the device. The device can recognize, that an
ambulance is nearby but it cannot realize if the car which uses the device is in the way of the
ambulance or not. This can lead to big amounts of False Positive alarms, even when the ambulance
sound is recognized correctly. Table 1 shows a confusion matrix, of what False Positive means in
this case.

Detected Not Detected
Car is in the ambu-
lance’s way

True Positive (TP) False Negative (FN)

Car is not in the ambu-
lance’s way

False Positive (FP) True Negative (TN)

Table 1: Confusion Matrix, explaining what False Positive means in the case of the project. Perfect
detection of the emergency vehicle sound does not guarantee accuracy. A high number of False
Positives are expected due to the car’s position relative to the emergency vehicle’s route.
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4 Discussion

4.1 Discussing design choices

Why aren’t today’s smartphones being used to detect approaching emergency vehicles? Maybe in
the future, but the technology is not there yet. There are some complications for why not. Firstly,
the microphone on smartphones is not the most optimal option. The microphones on smartphones
are designed to always detect the voice of the user, but that also means that the microphone also
picks up a lot of unwanted background noise. The difference between a phone microphone and an
external microphone is that the external microphone doesn’t detect as much background noise [35].
If the device is the smartphone itself, the microphone is placed inside the passenger area, where the
distractions (music, noise-canceling) are present. Using a separate device gives the opportunity to
place the microphone in a less distracted location.

4.2 Real life usage

The created prototype provides valuable information about the viability of a similar product in
real-life.

Based on the preliminary testing results, the device is capable of recognizing ambulance sounds
from 50 decibels. In contrast, in a soundproofed car with music, the driver starts to hear the
ambulance from 100dB [20]. This means implementing the device can alert drivers ahead of when
they would realize the ambulance otherwise. That is especially true since the prototype shows, the
sound is recognized and an alert has arrived to the phone within seconds. This can give valuable
time for the drivers to react which can save valuable time for the ambulance to reach its destination.
In the case of a juncture in a city, the driver cannot see the ambulance, it can only get information
about its approach through sound. If the driver cannot hear the ambulance due to loud music, for
example, it leaves a very short time for the driver to react to the ambulance. In such a situation
the alerting device has the potential to save double life, by helping to avoid an accident. Saving the
drivers and the patient as well.

This is increasingly true for bikers. Many people like to listen to music while biking. It is
a vulnerable position in traffic, which makes it even more important for a biker to be aware of
the environment. A similar device to the prototype can be made for bikers, using the electricity
generated by a dynamo or from an electric bike’s battery. Although it has to be considered, that
such a device could make bikers with headphones braver, without offering significant safety.

The main beneficiary of a similar product would be the ambulance, and with that every person.
However, the device focuses on a relatively rare traffic situation from the view of an average driver.
It does not offer significant improvements for a regular road user making it unlikely to be able to
sell in big amounts. Since the benefit is mainly for the common good (quick ambulance response)
one possibility is to make such a system required by law built-in in new cars. It could be also spread
through a campaign bringing attention to the importance of yielding to emergency vehicles.

Even if a siren is audible, it does not mean that the car is in the way of the emergency vehicle,
which can lead to several false alerts. The device could be improved to lower the number of false
alarms (see section 4.4, but it cannot be fully precise. The route of the ambulance is unknown and
the device cannot know if the lane occupied by the car is in the way or not of the emergency vehicle.
The false alarms can make the feeling for the driver that the device causes more trouble than good.
It would make it a lot more appealing if such a device could recognize more traffic situations and
help the driver react to them. Since the prototype can already recognize more sound than just an
emergency vehicle, a similar device could be utilized for other usages as well.

Overall there are possibilities for real-life usage and there are scenarios when the device can be
very useful, however, due to the low expected True Positive rate, the widespread applicability of the
product is limited.
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4.3 Limitations and challenges

The biggest challenge was that working with sound appeared to be significantly more complex than
we imagined. Although sound signals are easy to understand for humans, it still appears to be a
great challenge for computers. The classification of the signal reached good precision in recent years
and the tools are publicly available, but identification of direction, speed, and angle from sound
signals from traffic remains a challenging task.

The biggest limitation of the device is the incapability to truly assess the traffic situation. It
cannot alert the driver of other important road situations either. This is an even more significant
drawback in the case of bikers. A biker using such a device to make listening to music safer would
expect defense from other dangerous situations as well. For example, a fast car approaches from
behind. When a biker puts their trust in such a device, a faulty device, or imprecise results can put
the biker’s life in danger. Therefore the planned-out concept only seems to be a viable option for
car drivers as an additional helping tool, mainly to help to give way for the ambulance.

A significant limitation was reached in the testing process. The testing of such a device would
require plenty of hours driving in traffic while noting ambulance sounds. The final limitation is the
time frame for the project. It enabled us to get to a rough prototype and ideas about limits and
possibilities. However rigorous testing and development is not in the scope of the project.

4.4 Future work

The prototype and the development process gave us plenty of ideas of what further improvements
are possible and what is necessary for a usable product. As discussed before in section 4.2, one of
the important points is to lower the number of false positives. False positives can occur every time
an ambulance approaches from the opposite direction as the car’s direction. Or the ambulance is
audible but does not even show up in the view, just passes by in a nearby street. To lower the
number of false positives, a system can be implemented to check the direction and location of the
ambulance. By implementing multiple microphones, then checking which microphone hears the am-
bulance first, the direction of the ambulance can be calculated. The change in the amplitude of the
siren sound can give an indication that the ambulance is approaching or receding. If the amplitude
is growing, it means the ambulance is approaching, the opposite means receding. However, this is
further complicated due to the Doppler effect, since the frequency of the siren can change, making
it harder to isolate. As an even more complex idea, the Doppler effect could be utilized to estimate
the velocity of the ambulance compared to the car. A quickly approaching ambulance appears to
have a higher-pitched siren than a slowly approaching one. A quickly receding ambulance appears
to have a lower-pitched siren than a slowly receding one. Both of the mentioned methods require
the isolation of the ambulance sound which is truly challenging, but it could be achieved by creating
a complex ML model. It is especially challenging to reach great precision across different sounding
sirens. The second, utilizing the Doppler effect part would additionally require knowing the exact
pitch of the ambulance in a stationary situation, which is hardly possible for a system that works
in several countries, old and new ambulances.

Although the project focused on ambulance sirens, the same principles can be applied for recog-
nizing other emergency vehicles, and loud noise road events.

Based on the research, the need is there for a device that can alert the driver for the approaching
ambulance. However, for widespread use, a sound recognizer does not look ideal due to the limited
benefits for the car driver, and due to the high possible False Positives. The best approach is
probably to combine it with a GPS-based approach. If the ambulance’s route would be available
online, when a siren is recognized, the app could check if the car’s direction is crossed with the
ambulance’s way, and only alert the driver if there’s some chance of risk. With such a system the
False Positives can be brought to a minimum and if additional road situations are recognized as
well, it can be a very useful tool for future drivers. Generally, it can be seen that there is plenty of
potential in utilizing sound classifier programs and with that adding an important sensor to driver
assistant systems. Therefore probably the highest usability and potential is achieved when combined
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with other systems. That way higher precision can be reached for example for self-driving cars to
assess their environment.
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5 Conclusion

In conclusion, this project set out to examine the feasibility and potential utility of using sound
detection systems to detect emergency vehicles. With the increasing amount of sound-proofed cars
and the popularity of noise-canceling systems, the relevance and implications of this research become
increasingly meaningful. The key findings from this study highlight that while there is considerable
potential in such a system, there are notable limitations and challenges that have to be addressed
for real-life implementation.

The overview of previous research and similar projects shows that there is a compelling need
for emergency vehicle detection. While there is plenty of research, due to the complexity of the
topic, the task remains challenging. The reviewed papers show that modern Deep Neural Networks
outperform the precision and speed of classic algorithms. This opens up new possibilities.

The prototype developed in this project gives a good indication of what is possible with modern
tools. It showed great potential in speed and sensitivity. It offers valuable time for drivers to react
to the ambulance which even has the potential to save lives. We got the device to send an alert
to the smartphone, saying that the detected sound is from an ambulance, the alert comes with a
certain confidence. That is by itself a proof of concept. The device can theoretically be used on a
vehicle, to give awareness to the driver. The device’s connection to the smartphone is wireless, so
the device can be mounted on the outside of the vehicle, while the phone is inside the car.

However, the prototype pointed out the flaws of the concept as well. The device’s potential
benefits are tempered by its limited benefits to regular road users. Even if the emergency vehicle
is detected with great precision, the limited capabilities in deciding if the user is in the way of the
emergency vehicle or not can lead to a high number of false positive alarms.

The research and prototype made in the project pave the path for possibilities of future work.
Implementing more advanced sound detection and pitch isolation can give tools to determine the di-
rection and distance of approaching rescue vehicles. Furthermore, the biggest potential is combining
sound detection with other sensors, for example with a GPS-based solution.

Overall there is substantial potential in utilizing sound classifier programs to enhance driver
assistance systems. While the device currently struggles to accurately access the traffic situation, it
holds promise as a tool to help give way for ambulances. Additionally, there are other ways where
sound classification could be utilized since the device is capable of identifying numerous sound
activities. To further validate and improve the prototype, more rigorous testing is necessary. Given
the constraints of the current project, these are for future work. With the right amount of time, the
device has the potential to become a powerful tool, used not only by drivers but bikers as well.
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A Appendix

To access the code created for the project, go to the following GitHub page:
https://github.com/Exxa1/ambularm
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