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ABSTRACT

This paper, seeks to examine the correlation between stock price and public

sentiment expressed through social media. Through twitter scraping and pre-

processing, sentiment can be extracted from text. The paper will be based on a

heuristic approach to natural language processing. Furthermore, the paper will

rely on the most common forms of sentiment analysis, using a rule-based and a

machine-learning approach as a starting point and weigh these up against each

other. Finally, we will continue with the best performing method, and weigh

this up against real market data in a pursuit to find a correlation, should one

exist. The paper found a sentiment-to-market accuracy 75%. And the accuracy

score utilizing the rules-based approach of 72,72%.
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1 Introduction

With technological advancements, social media has become a household item.

And with good reason, as it is an excellent platform for sharing opinions with

people out of one’s vicinity. It means that every single user can share their

opinion with other users globally in the blink of an eye. With more than 200

million daily Twitter users[7], This amounts to a massive abundance of data. It

can be tiresome to sift through this information to find the opinions of a certain

interest. How can this data be extracted for quantitative purposes? And could

this information be reflective of the general public sentiment?

Investors typically base their decision on financial statements, such as prospec-

tive future earnings; however, recent studies show that emotions also influences

investment decisions[5]. These emotions can be influenced by news or general

public sentiment [16]. This brought forth the following hypothesis: is there a

way to analyze public sentiment and correlate this to stock pricing. This pa-

per seeks to investigate that possibility and try to find a correlation between

stock price variations and change in public sentiment. In practice, we will col-

lect Tweets from Twitter and develop an algorithm to determine sentiment. At

last, we will examine the relationship between sentiment and stock-prices

The act of predicting the stock market has been studied by many researchers,

while recent studies in behavioral economics have shown that emotions influ-

ences investment decisions[5][10]. Previous theories have speculated the possi-

bility of stock movement as a random walk. However, researchers have observed

a correlation between news article headlines and stock returns. Investing deci-

sions, seem to be partly based on irrational behavior such as mood and public

sentiment [16]. With the rise of Social media, we expect some of these platforms

to have gained increasing importance in displaying public opinions. We believe

this might support our hypothesis of using social media to determine public

sentiment in combination with stock price fluctuation prediction.
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This is not a new phenomenon, and it is the reason we believe this experiment

of extracting public sentiment from social media

We have decided to use the public Twitter API to gather tweets and process

them with Python to evaluate our hypothesis.

1.1 Motivation

This project started with a common interest in stock fluctuations. We found

interest in how prominent Twitter users, like Elon Musk, could affect stock prices

and cryptocurrencies by expressing themselves on Twitter. A bit of research

gave us further motivation. According to a study by Xu Qianwen; Chang Victor

and Hsu Ching-Hsien[12], using sentiment analysis to show sentimental impact

on a stock’s price is possible. They studied economic articles and specifically

looked for rumors and speculations around a handful of different companies.

After gathering sentiment, they compared their findings to how the stock market

reacted to those speculations. Interestingly, the group found that after five days,

the stock price on a given company went up, with positive rumors, and down

for negative rumors, though the down stock price would bounce back after a

while[12].

This inspired us to attempt to create our own sentiment analyzer by scouring

the internet using Python. Relying on our own experiences of different social

media, we chose to analyze Twitter. Later we will discuss the benefits and

shortcomings of choosing Twitter. We tried to get a sense of the impact on

the stock market based on tweets regarding a given company. Our interest

in programming led us to attempt to develop our own solution. The solution

should be able to scour Twitter for mentions of the company that we want to

investigate.

From this scraped data, we wanted to attempt to extract the general pub-

lic sentiment regarding a given stock, in an effort to examine the correlation

between stock price movements and sentiment. Fluctuations were defined as
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the difference between a given stock’s opening and closing price. We quickly

realized that there are several different ways to analyze data for sentiment and

therefore wanted to try different methods and compare them against each other.

Even though we developed our own solution, the code is not the main focus. It

was a tool we wanted to use, and a tool that made us consider implementation

of different methods. Following our general motivation, we converged on the

following research question and related working questions:

1.2 Research Question:

How can an algorithm score sentiment from Twitter, and how do these results

correlate to fluctuations in the stock market.

1.2.1 Working Questions

1. What elements are needed to develop a program that can predict senti-

ment?

2. What is the best approach for determining sentiment?

3. How can we test the validity and accuracy of our score?

4. What can be concluded when the approach is compared to real-world data.

1.3 Scope of Constraints

In this paper, we will focus on implementing a sentiment analysis library in

Python and use that library to detect sentiment in tweets. We have chosen only

to include sentiment perspectives, which means this paper will contain no eco-

nomic models or otherwise conventional economic stock prediction techniques.

We have constrained ourselves from making our own machine-learning model,

as well as training a preexisting model ourselves. This paper should be viewed

as an experiment to see if it is possible to predict stock behavior solely based

on public sentiment, using readily available tools on social media platforms.
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1.4 Inclusion of mandatory perspectives

The following sections will outline how the required Roskilde University Hum-

Tek objectives have been included throughout this project. The curriculum for

Hum-Tek prescribes that the bachelor project must include key concepts from

the dimensions Subjectivity Technology and Society, Technological Systems and

Artefacts, and Design & Construction. These dimensions must be included,

in some form, to demonstrate knowledge within the interdisciplinary field of

humanism and technologies. The inclusion consists of descriptions of how design,

social, and technical sciences are included in the project and the preliminary

considerations of the implementations.

1.4.1 Technological Systems and Artifacts

The dimension of Technological Systems and Artifacts focuses on how technol-

ogy works. This project will fulfill this requirement in the methodology section

of the paper, focusing on how our system was built and optimized. Our imple-

mentation will be shown via diagrams and code-snippets.

1.4.2 Design & Construction

The dimension of Design & Construction is included in several distinct levels

throughout this project. This paper was structured and planned on a project

management level using Kanban, a tool used in agile development. The method

of agile workflow ensures a more dynamic approach, where work is generated

through an iterative process. This suits the project well, as the goals and

strategies have developed concurrently with continuous learning and research.
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1.4.3 Subjectivity, Technology, and Society

The dimension of Subjectivity, Technology, and Society is included in the project

by considering the way language can express sentiment and how this, in turn,

affects stock prices. We will consider the way people express themselves on social

media and how to process this data reliably. In addition, we will be considering

the consequences of subjectivity, both in our methodology and the subjectivity

of tweets.

Our inclusion of these dimensions embraces the interdisciplinary spirit of

Hum-Tek. The assumption is that humanities and technologies should be ob-

served in a context. Our report tries to combine different approaches to bridge

the gap on a complex problem.
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2 Theory

I understand a fury in your words, But not the words.

- William Shakespeare, Othello

In the following chapter, we will describe all the tools used in the analysis of

our results and discussion related to the thesis question. These descriptions

will build a general understanding of theories relating to the field. The later

methodology chapter will then examine our concrete use of the said theories.

2.1 Heuristics

We have chosen to use a heuristic approach to solve the thesis of this paper.

This approach will support our choice of methods and theory, and this will func-

tion as our epistemic justification for the conclusions drawn later in the paper.

Heuristics is an approach to problem-solving. The results of the heuristic ap-

proach are to approximate a behavior that is sufficient for a short-term goal.

Although this may not result in rigorous proof of behavior, it serves as an in-

termediate result that can be evaluated[22]

In layman’s terms, heuristics can be seen as a trial and error approach. Heuris-

tic approaches are widely used in complex fields where an optimal solution is

hard to prove. A heuristic approach is common in computer science as time

complexity grows and computation becomes expensive[23]

The heuristic approach works well in an agile work environment, where solu-

tions are built iteratively. Each iteration/solution might give new insights that

spark ideas for improvements and functionality. On a more practical level, a

heuristic approach is a good candidate when doing sentiment analysis, where the

goal is to comprehend human emotion via computation. A fool-proof sentiment

analyzer is a far reach, but we can approximate a good result by combining and

evaluating different tools.
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2.2 Agile workflow

The agile workflow approach is a set of principles and core values initially

thought out in 2001 by 17 like-minded developers as a new way of prescrib-

ing software development[2]. They were meant as a way to deal with the rigid

and inflexible software development processes that had dominated the landscape

until that point. The principles and core values were worded as diametrical op-

posites of the existing principles, thereby identifying and addressing the prob-

lematic areas. Soon after the publication of the Agile Manifesto by the group

of developers as mentioned above, the advantages of the outlined constituting

principles and values became evident for practitioners beyond the realm of soft-

ware development. This resulted in the widespread adoption of the method by

numerous other industries [2].

Among the core values of this method is the iterative approach, where con-

tinuous delivery of software and flexibility towards changing requirements is

preferred over following long-term, requirement-heavy, rigid plans. Frequent

status updates and meetings and a high degree of communication and collabo-

ration among the members of the project team are essential to ensure a quick

response to changing requirements and specifications. This approach is typically

made using a period of development followed by a short period of evaluation,

refining, and fixing potential flaws or weaknesses before the next development

period or sprint starts all over.

2.2.1 Kanban

The word Kanban is a contraction between the Japanese words kan meaning

visual and the word ban, meaning card, making Kanban translate to visual card.

Toyota created Kanban to manage the demand for a large variety of car models,

but not in a large quantity. This did not work well with Ford’s production model

this has previously dominated the industry, which improved cost and speed of

production but only on a small assortment of cars. Toyota had to be innovative

and make sure every employee knew how far along in the process each car
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was. Later, when looking for improvement possibilities for IT systems, David

J. Anderson came across the Toyotas Kanban model, which improved workflow

by letting the different bottlenecks in the system determine the workflow[14].

Kanban Core Practices

Kanban strives to improve workflow. To achieve this improvement, some core

practices have to be followed. These are

1. Making Work visible

2. Limit Work in Progress (WIP)

3. Manage flow

4. Implement feedback

5. Improve collaboratively

[14,pp 18]

Making Work Visible

These practices are essential, and most would argue, the most crucial part of

the Kanban. By doing this it helps the participants know how far along they

are in progress, what needs to be done, and the problems in the process[14,pp

18].

Work In Progress Kanban helps a lot in understanding what needs to

be done. By limiting workflow to certain parts of the process, the team can

focus 100% on the most critical tasks at the current stage. Klaus Kaltenecker

demonstrates this with the example:

”From an economic perspective, it is thus cleverer to carry out one operation

100% of the way rather than 10% of each of 10 operations. Therefore, to reduce

the lead times and establish a continuous workflow, it is sensible to limit the

number of operations carried out simultaneously at any given stage.” - [14, pp

19]

Managing The Flow The flow is essential to the Kanban’s success. There-
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fore, one must put great detail into making sure the Kanban flows fluently.

Because of this, bottlenecks and other forms of blockers must get extra atten-

tion. This means either allocating resources to fix the issues or backlogging

them for a more convenient time. The most important part is to be aware of

the issues and act accordingly [14, pp 20].

Implementing Feedback Feedback ensures that the quality of the work

is up to par. It also ensures that the Kanban cards go through an iterative

process, which helps increase the quality of the product. Furthermore, this

helps the employees understand the issue with their output and how to avoid

further issues in the future[14, p.20-21].

Improve Collaboratively The best work is never done alone. This step

ensures that a group of people helps the issues different people run into. This

collaboration helps the individual and the Kanban as a whole. This also ties

into the feedback step, as people understand and learn collectively how to fix

issues[14, pp 22]

2.3 Sentiment Analysis

2.3.1 How to Detect Sentiment in text

Determining whether a text string is positive or negative can be difficult for

humans to comprehend. Therefore, it is not expected for the computer to yield

tremendous or even good results as elements such as sarcasm and irony, primar-

ily through text, can be challenging even for humans.

2.3.2 What is Sentiment Analysis?

Sentiment analysis (also known as opinion mining) is used to discern subjective

data into quantifiable data using Natural Language Processing (NLP).

Sentiment analysis is a way to figure out the sentiment of a selected group to-

ward a specific subject. This includes people’s opinions, sentiments, appraisals,

attitudes, and emotions. It will usually look at negative or positive statements
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to understand the sentiment. Sentiment analysis has become increasingly im-

portant in business, especially in marketing, and it has recently become helpful

in finding and understanding bot-generated opinions or Fake News[13, pp 1-5].

The document level is utilized to classify whether the sentiment of the entire

document is negative or positive. An important thing to remember at this level

is that it is implicitly assumed that all documents have a negative or positive

sentiment. This means that the sentiment analysis will not be applicable to

evaluate multiple entities at this level[13, pp 9].

Sentence level is like document level, but instead of looking at the whole

document, one must look at each sentence. Here it is possible to have a neutral

sentiment, meaning no opinion is expressed in the text[13, pp 9].

2.3.3 Practical Use

As stated above, sentiment analysis is especially important for business and

political figures. It allows them to understand their intended demographic’s

thoughts, feelings, and opinions on a matter, making it a lot easier to cater

more heavily towards them. With the rise of social media, opinions have never

been easier to share and therefore gather. This has led to a considerable increase

in companies’ in-house social media departments, spreading through most seg-

ments of companies [13, pp 9].

Before this boom in access to opinion data, companies would conduct different

kinds of surveys or opinion polls to get a better understanding. These surveys

were a much more tedious process and would be very time-consuming.

”In recent years, sentiment analysis applications have spread to every possible

domain, from consumer products, health care, tourism, hospitality, and

financial services to social events and political elections. There are now

hundreds of companies in this space, start-up companies and established large

corporations, that have built or are in the process of building their own” [1, pp

5-6]
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2.3.4 Two different approaches

Sentiment analysis can be done in many different ways. Researching the topic,

we found that most approaches use machine learning. This process is done by

using a model trained on manually annotated training data in order to predict

linguistic tags on new samples. This process is also possible to perform without

the use of machine learning by creating a comprehensive set of rules and anno-

tating each text individually.

The benefit of machine learning for the annotation process is that it allows

for the quick processing of new data. However, this relies on the underlying

model and thus may not be as exact as the manually annotated text. Below

we will outline two options that assume a linguistically annotated data set that

is preprocessed (cleaned) accordingly. Our approaches are a small part of the

options available for conducting sentiment analysis and should not be seen as

an exhaustive review of sentiment analysis.

2.3.5 The rules-based approach

With a linguistically annotated text, manual rules can be made to gather valid

contextual words from a sentence. This approach is called the lexical approach:

”The lexicon-based approach involves calculating orientation for a document

from the semantic orientation of words or phrases in the document” [34]. The

process involves collecting important linguistic words from a text and then using

an already annotated sentiment score to calculate the total sentiment of the text.

The rule-based approach allows for great customization in selecting words

and scoring them, but it also requires a lot of different checks. Researching this,

we read how a rule-based approach could be implemented presented by Dmitry

Kan [35]. His paper ”Rule-based approach to sentiment analysis” shows how

different checks have to be made to extract sentiment with rules. The most

specific behavior should be accounted for first. If a sentence passes through the

specific checks, it will be rated as an entire sentence[35]. Rating words in the
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rule-based approach required a comprehensive set of rules. Additionally it is

limited because for each exception, a new set of rules is required.

An example of a rule that can be applied to a text could be the following: For

a given text, collect all the adjectives. These words would then be considered

necessary in the later determination of sentiment. Another rule could be a rule

for negation or amplification: given an adjective, can we find a word indicating

negation or amplification in the word before it[34, pp 269].

After gathering relevant words, we can pass them to the rating algorithm.

This would return a score for the list of words. The overall sentiment of the text

would then be equal to the average sentiment score for the gathered words. The

following is an example of how a sentence would be evaluated in the described

approach.

Example sentence: ”The company Tesla is very focused on delivering green

cars”

Gathering adjectives: ”focused, green.”

Checking negations/amplifications: ”[+]focused, green”

Lookup in scored words: focused = 2*1.5, green=0

Sentiment for sentence: 1.5

We declare the sentence positive since it has a positive score.

2.3.6 The automatic approach to sentiment

Without creating the rules ourselves, a pre-trained machine-learning model can

be used to try and predict sentiment on a given text. As seen in the rule-based

approach, the rating is limited to the words gathered via the rules.

However most sentiment analyzers use supervised machine-learning algorithms.

For this, a big data set of text with the corresponding sentiment is needed. Then

a majority of this data is used to perform training. The goal of this is to teach

the model to make a connection between the text and the sentiment that has
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been assigned to it. This connection can be achieved through many different

algorithms, but the important thing is the overall concept [32].

This approach can be used on a broad set of data since it is not necessary

to make rules for each possible case that can occur in a text. However, this

approach is likely to sacrifice the accuracy of sentiment that ruled-based scoring

can give.

Our iterative approach has led us to try both approaches with varying success.

Each method can be used with a different result, and an ideal and nuanced

product might involve both where it makes the most sense.

2.4 Pre-Processing

2.4.1 Regular Expressions

Regular expressions is a general term for a sequence of commonly occurring

characters that define a pattern of text that needs to be found, in this case,

to be omitted as the process of data-cleaning occurs. Stephen Cole Kleene

initially coined the term in 1951 as he invented a method of matching patterns

in raw text data using a mathematical notation. The purpose of using regular

expressions as a method of text preprocessing is very common as is seen using

a wide range of tools for this process[33].

2.4.2 Use of Emojis

The concept of natural language interpretation (i.e., human to machine) consists

of a broad category of data. As it is known from daily life, it can sometimes be

hard to understand a text that the author has spent little time preparing, for

example, in text messages. Assuming this, in part, is caused by the generation of

emoticons, perhaps more commonly referred to as smileys or emojis and ASCII-

art [11].
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2.4.3 Use of Sarcasm and irony

Social media and online communication can be prone to suffer from the usage

of sarcasm and irony. Whereby an author, in fact, intends to propose an argu-

ment of the exact opposite meaning of what their writing would be interpreted

as observed literally. Furthermore, sarcasm and irony are especially hard to

recognize in text form. Interpreting sarcasm and irony is not something that

has been reliably done yet, at least not given the amount of data taken into the

interpretation[15].

2.4.4 Use of negations and amplifications

The use of negations can, for the majority, be bypassed using Regular expres-

sions as most negated words follow the same structure of ”n’t” suffixing the

word ”not” into the verb. Such as ”isn’t” or ”cannot.” However, for the sake

of negations without the conjoining apostrophe, it does implicate some more

nuanced solutions as the same method without the apostrophe would also re-

move a lot of other words such as ”extravagant,” ”discontentment,” etc. Just

removing the verbs with this ending does not prove to be the solution either, as

there are quite a lot of these words, for example, ”rant,” ”blunt,” etc.

2.4.5 Part-of-speech-tagging

Part of speech (POS) tagging gives tokens in a sentence, a tag related to their

grammatical properties. These can be tags such as verbs, nouns, or numbers.

The POS tags can be generated through dictionary entries of the word and

their grammatical description. Ambiguity will occur, and rules must therefore

be made to check the context of the word before assigning a POS-tag [18].

The result of a proper POS-tagging should be a well-annotated set of words,

or tokens, that make up a sentence. These annotations give way to linguistic

analysis that, with the proper domain knowledge, can make very sophisticated

algorithms.
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2.4.6 Word dependency

Word dependency or dependency grammar is a perspective within linguistics,

particularly syntactic analysis. The core of the idea is that sentences consist

primarily of binary asymmetrical relations, called dependency relations, that

hold between words [37,chp 1]. Each word has a one-directional link to another

word that modifies or compliments it. In this approach, phrase-structure rules

do not have a role [1]. A classic example is a relationship between subject and

object. These dependencies can be represented as a tree-structure.

In computer science, we could categorize the tree as a directional graph where

vertices are words and edges the dependency relations. Such a graph structure

depicting word dependency has been widely used in research regarding NLP.

Most of this research has assumed a spanning tree, where every node is included

(spanning condition) except the root (tree condition) [37, chapter 2.4]. We use

such a dependency spanning tree for analysis regarding sentiment mining.

Word dependency, word embeddings, and POS-tagging are significant for sen-

timent analysis, but it is not feasible, or in the spirit of this paper, to do it

manually.
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2.5 Word Embeddings

”You shall know a word by the company it keeps”

- John Rupert Firth

Word-embedding is a technique for learning numerical representations for

words to approximate their lexical meaning. These representations are con-

structed by parsing many words in their context of occurrence in very large

data set.

The underlying idea behind word embedding is to understand a word by the

context. The premise of this method is to compare each word in a vector space

of a given number of dimensions. In the vector space, each dimension refers to

a way of understanding each word within a threshold of similarity with other

somewhat related words previously used in a similar context. In the context

of sentiment analysis, it plays an essential part. It is used to map relations or

similarities to other words. This is done by assigning numerical values to each

word in each vector-space dimension. Closely related words will then lie close

together in the vector space[30].

Furthermore, there are a plethora of different methods to calculate the word

similarity.

For example, the word ”green” might be close to the word ”color,” as well as

”yellow” and ”money,” each in its own vector space, each representing one form

of synonyms, origin, or etymology of the word in question.

2.5.1 Cosine similarity

This chapter will include some examples created with the Python library SpaCy

and Numpy as proof of concept. The important takeaway is to show how one

part manually can do word-embedding. SpaCy and its use will be elaborated

upon in the next chapter.

Cosine similarity is a commonly used metric for calculating the similarity
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between data objects or arrays. In cosine similarity, these arrays are treated

as vectors. One of the advantages of using this method is that the length of

the vector distance is irrelevant. Meaning that if some words are used more

than others, it will ignore this and instead look for the way words are used,

i.e., the degree between each vector. This can also be understood as the words

are analyzed in relation to the surrounding words or the similarity between the

compared words. This is not a major concern since we are using a pre-trained

model.[29] It is calculated using the following formula.

Cosθ =
A.B

(∥A∥.∥B∥)
(1)

Where A and B are vectors, A.B is the dot product of A and B, And ∥A∥.∥B∥

is the cross product of the two vectors A and B.
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Illustration of Cosine Similarity

The length of Vector A does not change the Cosine similarity of between

Vector A and Vector B. Using SpaCy’s word model, each word is embedded

into a 300 dimensional vector space and looks as seen below[28].

Words as vector shapes
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In order to exercise an example of how the cosine similarity is calculated, a

simplified example will be carried out. Assuming two words ”cat” and ”dog”

with the following arrays:

cat =
[
1 2 3

]
dog =

[
0 1 2

]
(2)

Using NumPy, the dot product is calculated as follows:

Calculating the dot product of the vectors as matrices using NumPy [29][26].

This, however, is just a simplified example to exercise the calculation of the dot
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product.

In reality, using larger arrays, this process can be quite a cumbersome task.

However, since SpaCy is written in Cython, this process is parallelism and can

be multi-threaded, meaning that more than one calculation can be done at once

and in very few lines of code, using the .similarity() function in spaCy. Thus

the cosine similarity between ”cat” and ”dog” using their respectable arrays as

given by the spaCy en core web md model will yield the following result.

Similarity Score using word as vector

Yielding a cosine similarity between the word cat and dog as 0.801.

Using the NumPy library’s .dot() and .norm() function we should be able

to calculate the same cosine similarity between the two words vectorized into

two different arrays. This however will require a conversion from SpaCys vector

formatting to NumPy’s array formatting.
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3 Methodology

This chapter will explain how theories and tools described in the theory chapter

have been applied in our case. This will help to support our learning experience

throughout this process of development. First, we will cover used libraries used.

Then these methods and their implications will be critically discussed in the

discussion chapter.

To answer our thesis question, we have decided to gather and process our own

data. Throughout the entire analysis, we have been practicing agile develop-

ment. This chapter will therefore be separated into three chapters:

1. Kanban and agile workflow

2. Gathering of data

3. Processing and analyzing data.

3.1 Kanban and agile workflow

Kanban

As mentioned earlier, Kanban provides excellent tools for agile project man-

agement. Since this project has two significant parts, the code and the paper,

the project has been split in two, creating two separate Kanban’s. One for the

code and one for the paper. In this section, we will explain how we have used

Kanban.

The Code Kanban

We created a Kanban board and divided it into four sections: To Do, in

progress, Code review, and done. To do is what we intend to add to the

project during the development of the code. The Kanban contains a mix of

stuff we need and stuff that would be nice to have. Such tasks are ranked by

priority. In progress is objectives that we are currently working on. Code

review is review of the code. For this, we we tested and reviewed the code
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ourselves. Done are objectives that have gone through the testing phase and

worked.

Figure 1: Code Kanban

The Paper Kanban

Like the code Kanban, the paper Kanban has almost the same sections with

the only exception being switching code review to proof reading.

Figure 2: Paper Kanban

By separating the work into code and paper, we could more efficiently work

on separate but equally important parts of the project at the same time. This
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approach also gave a mutual understanding of individual responsibilities, further

ensuring that the five steps from the Kanban theory were fulfilled. We made

sure to make the work visible by categorizing the work that needed to be done

visually. We limited the work in progress by ensuring we would not get bottle-

necked by the development of code by giving all project members an alternative

objective in the paper Kanban. We managed flow by regularly updating the

Kanban. Feedback was implemented in the form of either proofreading or code

testing. Furthermore, we improved our collaborative work by using the Kanban

to show each other what parts we were working on or experiencing trouble

finishing.

3.2 Gathering of data

Although it is possible to use already gathered data, we seek to make a simple

application to gather this data ourselves. This serves three purposes: Firstly,

we wanted to implement code in our approach, and the gathering and processing

of data seemed like a good fit. Secondly, having our own application means we

can customize it as we see fit and therefore avoid any dependencies on outdated

data. Thirdly, the data is essential when working with sentiment analysis.

Thus, having a good grasp of the data scraped, we could also get a better idea

of the possibilities made possible by the data. Although this process is done in

the spirit of the scientific method, we are aware of the inevitable shortcomings

and biases that we will encounter. Therefore, the methods and choices taken

regarding our data gathering should be seen from the perspective of the heuris-

tic approach. Traditionally, an attempt to predict stock prices is reserved for

bankers and investors based on financial reports and quantitative data. How-

ever, we wanted to create a simple approach using sentiment analysis.

We had a hypothesis, based on anecdotal evidence that social media impacted

the stock market. We, therefore, chose Twitter. In practice, we used the API

provided by Twitter in the programming language Python. For the Twitter

data, we used a Python module named Tweepy. Tweepy is a user-friendly
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Python library for accessing the Twitter API. Using Tweepy gives us a way to

access the Twitter API in a more abstract and user-friendly manner without

sacrificing any of the extensive functionalities of the API itself.

3.3 Processing of data

After gathering the Tweets, it is good to perform some level of preprocessing.

This preprocessing streamlines the data by removing unnecessary variables.

3.3.1 Regex

One of the text preprocessing steps involves cleaning the scraped tweets of un-

necessary characters, words, and punctuation. We achieved this by using regular

expressions via the RE python module. Regex is used in the function ”re-

move regex” which is a part of our cleaner functionality. The ”remove regex”-

function takes the scraped tweets as input and first changes all the letters to

lowercase. Then URLs are removed by checking if the word starts with either

”http” or ”https”, followed by ”://” and ending with ”.XX”. Similarly, emails

are removed, using a somewhat similar approach as with the URLs. Next, Regex

removes all occurrences of ampersands denoted by ”amp;”. Furthermore, punc-

tuation such as ”!”, ”?”, ”,” has been removed, as the sentiment analyzer did

not use it in the evaluation. The removal is done using Regex’s built-in ”.sub”-

method by matching and then replacing correct matches with ””, which cor-

responds to nothing, thereby removing the matched instance. However, small

changes/modifications to the Regex-code were necessary for each major itera-

tion.

3.4 Analyzing data using AFINN

AFINN is a .txt file with English words and a corresponding sentiment score.

It was made by Associate Professor of the Department of Applied Mathematics

and Computer Science at DTU, Finn Aarup Nielsen. He compiled and graded a

comprehensive list of English adjectives and adverbs. The list was constructed
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by gathering words, slang, and abbreviations and their synonyms by examining

tweets gathered, using pre-compiled word lists such as ”The Compass DeRose

Guide to Emotion Words” and ”Original Balanced Affective Word List,” and

by using online dictionaries[20].

Nielsen evaluated the accuracy of the AFINN list by comparing the results,

as well as the results of four other sentiment lexica to a data set consisting of

1.000 labeled, pre-rated tweets. Each tweet in the list was rated manually by ten

different people to ensure consistent rating. The average score of each tweet was

then compared to the score calculated by AFINN and the other four sentiment

lexica (SentiStrength, Opinionfinder, ANEW, and General Inquirer). The test

revealed that AFINN came in on second place, right behind SentiStrength[20].

The words in the AFINN list are graded on an integer scale ranging from -5 to

5, where -5 indicates the most negative sentiment, 0 indicates neutral sentiment,

and 5 indicates overtly positive sentiment. The list has twice been expanded,

going from 1468 words and phrases to 2477, and the most recent edition now

contains 3382 words, phrases, and emoticons[39].

Since then, the list has been expanded several times in an attempt to create a list

of rated words targeted specifically towards microblogging, as such a list did not

exist at the time[20]. This suits the project’s purpose well, and since AFINN

was created for microblogs, it also includes internet speech and slang. This

works in the project’s favor since the way people write on Twitter is different

from how they would talk or write in other places. For our sentiment analyzer,

we converted the AFINN list into a Python dictionary where the word is the

key and the score is the value. This provided a constant time operation when

gathering scores for words.

3.5 SpaCy

To create a sentiment analyzer, we would need a way to annotate unseen data.

Here we used the Natural Langue Processing (NLP) library for Python called

SpaCy. SpaCy is an open-source NLP library for Python, and it comes with
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a default pipeline that can be further customized to the task at hand. To ini-

tialize the pipeline, a doc object has to be created. The doc object consists of

tokens that each have different annotations such as dependencies, POS-tagging,

and other NLP features ready to use. These tokens have been generated by a

machine-learning model trained by SpaCy. This works by training the model

using data that has already been annotated manually or part-manually by lin-

guists. In the case of Spacy, the default English model is trained on a ”large

corpus comprising various genres of text” created by the Linguistic Data Con-

sortium [28]. The goal is to annotate unseen data.

After gathering and cleaning the tweets, the next step is analyzing the senti-

ment. For this, there are basically two approaches, rules-based, and machine-

learning. In our sentiment analysis, we are doing a rule-based approach (AFINN)

and an ”automatic” approach using machine learning (Word-embeddings). This

correlates to the two approaches described in the previous chapter. Each of the

following iterations will be a heuristic approach to developing both of these al-

gorithms used to analyze data. Below we will describe how we implemented

these two algorithms.

3.6 First Approach

The first approach was to utilize the AFINN dataset to rate the sentiment by

looking at the score of each word and then averaging them out for the entire

tweet. We expected that the nature of AFINN would make the predicted words

quite accurate but that it also would be limited due to its size. However, we

first needed to gather the data to be matched in AFINN.

First, the data would need to be preprocessed by our Regex cleaning function.

Each tweet would have to be split into a separate list. From this list of strings,

the approach was to check each word in the tweet for the original search word

given to the Twitter API. If tweets had the search word, we attempt to make a

sub-tree of the word via dependency parsing in Spacy.
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If the dependency-sub-tree has a length of over 2, we collect those words as

our data for rating. If the word had no sub-tree of this length, we would test

for a period. This test returned a boolean if there was a period in the tweet. If

so, we would run a function to split the tweet by period and use the split where

the search-word were inside. We assume that the words in this split would be

of more importance since this search word was inside. If neither a tree nor a

split-sentence could be made, we would use the entire data for rating. This

would also happen if the tweet did not contain the search word. This would

return in a list of words for each tweet.

For rating, we had made AFINN into a dictionary for constant-time-lookup.

Then we would pass our previously made list of words, and then we would

append the value of each word if it was present in the AFINN dictionary. This

score would be multiplied by -0.5 if the current word followed a negation, such

as ”not,” or 1.3 if it was following an amplification such as very.

An illustrative graphical representation of the code can be seen below.
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3.7 Second Approach

The limited annotated data in AFINN resulted in sentences that we could not

rate. In an attempt to get a broader coverage of ratings, we made an iteration

using word embedding. This would be able to rate nearly all words in a given

sentence, although utilizing machine learning instead of human annotation. The

idea was to gather more data for each word, even though it sacrificed some

accuracy.

Like our first approach, we made use of cleaned data. In addition to the

cleaning of data, we also removed stop-words. Spacy describes stop-words as:

”List of most common words of a language that are often useful to filter out,

for example ’and’ or ’I’ ” [29]. This was unnecessary in the first approach as

most of these words are not in AFINN. However, we realized that there were

negations among the SpaCy stop-words such as ’not’. We made a list of words

we wanted to search for when determining negations and made sure these words

were not removed during our stop-words-removal.

The main loop in the word-embedding file uses spaCy’s Part-Of-Speech (POS)

tagging to determine, for each word, in each tweet, if the word is tagged as either

a VERB or an ADJ. If this is the case, we calculate the cosine similarity from

the word-embedding spaCy between the word and a word we have chosen. In

our minds, it would be simple to make a pair of antonyms to test each word

against. For example, a verb could be tested for similarity against ”Good”

and ”Bad”. Then the highest similarity would be returned and, if ”bad”, as a

negative number. This would be the score for said word. Then another pair

of words would be used for adjectives. In the same way as AFINN, we would

compensate for negations. A graphic illustration of the algorithm can be found

below.
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4 Analysis

In this chapter, we will analyze our algorithms’ performance individually and

then do a comparative analysis between the two. At last, this chapter will

investigate the correlation between stock-price fluctuations by applying the best-

performing algorithm to relevant data. This data will be tweets from a period

with a correlating drop in stock price. Then testing against a time period with

a correlating rise in stock price.

4.1 Overall approach

After developing a way to rate tweets by sentiment, we needed a way of evalu-

ating the results. The evaluation considers both our ability to gather relevant

words from tweets and our rating. For testing purposes, we ran the program

multiple times with different twitter queries. Then we printed the results to a

file and tried to rate each tweet manually. We would then run the program on

the same tweets and compare the results.

4.2 Evaluation of rule-based Approach

In the evaluation of the rule-based approach, we discovered a vital behavior:

that some words worked a lot better than others. Among these were the names

of people, products, and companies related to a given stock. This behavior was

not in our favor as they would often yield worse results, as the algorithm could

not parse some of these tweets. Two words commonly used to test this behavior

were ’war’ and ’apple’ (tweets are all lowercase, so the search is too). ’war’

would often make the program work as intended, returning a rating for almost

all found tweets. ’apple’ however, would return only a handful of requested

ratings.

When printing the results of both, we found that the scraping was not the

problem. After isolating the problem, we found that our check for search words

in each tweet was responsible for this behavior. It turns out, tweets related to

36



apple rarely use the word ”apple” inside the actual sentence we are trying to

analyze. However, in the case of #war, the actual search word is more generally

included in a sentence and not just hashtagged after the actual tweet. The

search word was initially included to ensure the scraped tweets were relevant.

Nevertheless, this might have been the wrong approach. Maybe it is safe to

assume that tweets will be relevant, as they were scraped from the hashtagged

word.

Some days, some tweets yielded better results than others, which made our

test inconsistent. After some testing, we found that we did not, in fact, use

data that was lowercase but that our search word would be made lowercase. So

in examples of ”tesla”, we would fail to identify ”Tesla” as the search. Fixing

this as well as allowing tweets without a search word to be parsed as an entire

sentence instead of getting stopped in the first check for the search word yielded

better results. However, there were other issues when testing different hashtags.

The word ”war” generally carries negative connotations and thus might not

be a good detector of sentiment. However, this was solely used to test the

functionality of the scraping mechanism and not the sentiment result. There is

also a level of ambiguity in the case of the words ”apple” and ”tesla” since these

words are homonyms and have different meanings depending on the context.

However, we argue that in the case of Twitter use, it is reasonable to assume

that most tweets on the matter are related to the companies.

Tweets regarding organizations such as Apple would be more prone to ad-

vertisements or short tweets not carrying sentiment. The content of the tweets

was, therefore, still tricky to rate, and we had to accept a worse quality of rating

in certain hashtags due to the nature of how people Tweet.

For the words that worked the best such as ’war,’ we agreed that, in most

cases, our rating was correct. By rating, we mostly checked whether a tweet’s

score was negative or positive as interpreted by the AFINN scores’ numerical

value (either positive or negative numbers). A takeaway was also that we would
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need some threshold. Whereby a tweet’s score is considered neutral. The tweets

close to 0 were most likely wrong, and some could be interpreted both ways.

The overall conclusion for the test of the first approach is: that given the right

words, we can, in most cases, conclude whether a tweet has a negative or positive

sentiment with a high level of certainty; however, we should have implemented

a threshold for those cases where the sentiment was not very strong. We also

found that many tweets would not get parsed as they were comprised of words

not included in the AFINN list. The goal of the subsequent iterations should

be to find a more general solution.
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4.3 Evaluation of Second Approach

In a desire to catch tweets not processed through the first iteration and to

test the different methods of performing sentiment analysis against each other,

we implemented a second approach using embedded words. This approach at-

tempted to create a more general solution to catch the tweets, for which the

first method failed to analyze the sentiment. This approach was still somewhat

naive, as it assumed that sentiment could be observed by calculating the sim-

ilarity between two words using the .similarity() function from SpaCy. The

initial version calculated the average distance between each verb or adjective of

the tweet and the keywords ”positive” and ”negative”. This approach did not

take the difference between these words into perspective. As these two words

are often used in the same context and thus, their co-sine similarity is quite

closely related, yielding a very similar result as seen below:

1 positive is 0.8138099093626968 similar to negative

2 and 1.0 similar to positive

3 difference : 0.18619009063730318

To develop a more domain-specific method, we altered the keywords used

for analysis. These keywords were altered to words providing more meaning

in an investment context. For example, ”rising” or ”falling”. However, for a

higher level of precision, it would probably have been better to include a list of

keywords from which to analyze and then average each score out.

The next challenge arose as the structure of the sentence was altered before

turning it into a SpaCy doc-object. This challenge occurred due to removing

stop-words before converting the sentence into a doc-object, which meant that

each word was tagged out of context. For example, words such as ”love” and

”hate” were interpreted as proper nouns instead of verbs because the prior

pronouns had been omitted in the removal of stop-words. This could result in

fallible results, as some tweets containing potentially sentiment-carrying words

were not analyzed correctly.

This approach had a broader coverage of scores, but the scores were not as
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accurate as of the previous approach. The nature of word-embedding made

it so we could score every word. However, the context-independent nature of

our Word-embedding model made the scoring less accurate. This score is not

a sentiment score but a marker of how closely related each word was with the

keywords. In a more fleshed-out implementation of the possibilities with word

embeddings, these problems would be less severe and allow the scoring to be

more accurate.

This method was developed further by also accounting for nouns and proper

nouns. Thus proper nouns were compared to proper nouns, and nouns were

compared to nouns. This method was implemented to fix the above-mentioned

problems relating to the words ”love” and ”hate.”

4.4 Comparison of approaches

After evaluating each method individually, it was time to compare the two

using a more extensive and more coherent data set. Due to a series of recent

scandals, we assessed that Tesla might be a good candidate, as this stock is

widely mentioned on social media and historically has had a volatile stock price.

To perform this comparative analysis, we collected a data set by scraping

tweets related to tesla or tsla for the duration of the stock market opening hours

over seven days. This scraping method only returned the most recent tweets

from that given time. We should have performed this task more frequently

as this could have significantly impacted the amount of data and given a more

precise picture of the development of sentiments correlation to stock-price move-

ments. Our method of data gathering was not ideal for several reasons. First

and foremost because most Twitter users utilize Twitter’s cash-tag function for

tweets related to a given stock [21]. This is done on Twitter by using a ’$’

sign in front of the Ticker code for each stock. Twitter offers its own enterprise

API for scraping this type of data; however, this option is used as a financial

instrument, and they do charge a premium for this feature.
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4.4.1 Accuracy of iterations

To analyze the accuracy of the two sentiment algorithms, we used the tweets

that AFINN was able to rate from the dates 20th of May and the 23rd of May.

Each tweet was manually rated on a scale of negative, neutral, and positive.

Once all the tweets had been manually rated, a comparison between AFINN

Word Embeddings scores could be made.

AFINN Accuracy: The result of this comparison saw that AFINN had a total

of 27 correct predictions and 15 wrong predictions on the 20th and 45 correct

predictions, 9 wrong predictions, and 3 neutral predictions on the 23rd. Three

of the tweets were neutral, but AFINN predicted them as either positive or

negative, so this counts towards a wrong prediction:

Overall, this gives AFINN 72.72% accuracy.

Word Embedding Accuracy: The same method was used for the Word embed-

ding algorithm. It resulted in 24 correct predictions and 18 wrong predictions

on the 20th and 35 correct predictions, 19 wrong predictions, and 3 neutral

predictions on the 23rd. Just as with AFINN, word embeddings predicted the

neutral tweets as either positive or negative - this also counted towards a wrong

prediction.

41



Overall, this gives Word embeddings a 59.69% accuracy.

Using this data, we could conclude that AFINN was 13.03% better at pre-

dicting sentiment than word embeddings, making AFINN the best of the two

algorithms at predicting sentiment.

In conclusion, we have determined the rule-based approach using AFINN to

be the best at evaluating sentiment. Because the accuracy of AFINN was better

at analyzing sentiment than using embedded words, we will continue forward

using the AFINN algorithm for the rest of the analysis.

4.5 Testing Algorithm vs the stock market

In order to determine whether or not the AFINN algorithm is valid, we would

first need to find a period for which a given stock has had fluctuations. The

Tesla stock was chosen as an example for reasons mentioned earlier. Prior to

the period of the scraped data (20th and 23rd of May), Tesla faced a series of

scandals which would, if our hypothesis holds, yield a falling stock price and a

negative change in public sentiment. This expected effect seems to be present,

with Tesla falling about 6% over the chosen period, as indicated in the graph

below.
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The above mentioned data was cherry-picked as we saw a drop in stock pricing

during that period. This data made it possible for us to test if the fall in stock

price was related to public sentiment on Twitter. The market was generally

rising in the same period, as depicted below. The relationship between causation

and correlation regarding this will be discussed later.

Dow Jones

2

1https://finance.yahoo.com/chart/TSLA/#
2https://finance.yahoo.com/chart/%5EDJI#
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S&P500

3

For the sake of the AFINN method we observed a fall in sentiment.

Overall sentiment score: AFINN results.
Date | OverallScore

20− 05− 2022 | 0, 3844

23− 05− 2022 | −0, 0162

Total average | = 0, 3682


While we did expect a similar result, the effect was far lower than anticipated,

as the AFINN score does rate on a scale from -5 to 5. Furthermore, because

neutral tweets were filtered out, only the tweets carrying a strong sentiment

were analyzed.

4.6 Tests of a broader dataset

We also decided to analyze the correlation between the sentiment score derived

from AFINN and the stock prices from 24-27th May. This comparison was

made to understand how the sentiment correlates with the stock in question

and whether that stock movement could be influenced by movements in the

market.

The same method was used for these additional four days. We scraped all

tweets related to ’tesla’ or ’TSLA’ from 9:30 am to 4:00 pm, where the market

is open, and ran it through the AFINN algorithm. These are the results:

3https://finance.yahoo.com/chart/%5EGSPC#
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Overall sentiment score: AFINN results.

Date | OverallScore

24− 05− 2022 | 1.3548

25− 05− 2022 | 0.25

26− 05− 2022 | 2.1935

27− 05− 2022 | 0.5862

Total average | 1, 0961


This table shows that the sentiment was positive all four days. This means

that if the hypothesis holds, we would be able to see a rise in Tesla’s stock price

every day. Depending on the sentiment, we would also like to see if it is possible

to say that if the sentiment is higher than the previous day, the percentage rise

in stock price should also see an increase from that previous day and vice versa.

4

4https://finance.yahoo.com/chart/TSLA/#
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Stock pricing on the 24th of May.
Time | Price

Open : | 653, 53$

Close | 628, 16$

Percentage | −3.90%


On the 24th of May, Tesla’s stock price opened at 653,53$ and closed at

628.16$. This change was a loss of 3,90% in stock price. The sentiment analyzer

scored the tweets a very positive sentiment of 1.35 total score from this day. This

score should mean that the price should rise during the day. The price fell, so

here the prediction failed. Because of this, it also failed to predict an increase

in the percentage increase from the previous day.

5

Stock pricing on the 25th of may.
Time | Price

Open : | 623, 35$

Close | 658, 80$

Percentage | +5, 60%


On the 25th of May, Tesla stock opened at 623,35$ and closed at 658,80$.
5https://finance.yahoo.com/chart/TSLA/#
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This was a stock price increase of 5,60%. Compared to the sentiment analysis

results, the sentiment was positive, with a total sentiment score of 0.25. This

means that a positive sentiment could correlate with the change in stock price.

Furthermore, this was an increase in percentage gain from the previous day.

6

Stock pricing on the 26th of may.
Time | Price

Open : | 661, 42$

Close | 707, 73$

Percentage | +7%


On the 26th of May, the stock opened at 661.42$ and closed at 707,73$. This

was an increase of 7% in stock price. The sentiment analyzer gave the sentiment

2.1, which was a very positive sentiment. Here it was expected that with such

a positive sentiment, the stock price would increase during the day, and by

a higher percentage, than the previous day, and it has. 1.40% higher stock

increase from the 25th to the 26th.

6https://finance.yahoo.com/chart/TSLA/#
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7

Stock pricing on the 27th of may.
Time | Price

Open : | 723, 25$

Close | 759, 63$

Percentage | +5, 03%


On the 27th of May, tesla stock opened at 723,25$ and closed at 759,63$.

This was an increase of 5,03%. Sentiment on this day was again positive, with

a total score of 0.58. This was a lower sentiment than the day before, but still

a positive sentiment. According to our hypothesis, the stock should increase

in price during the day but by less than the 26th. This prediction was indeed

accurate.

Overall, our hypothesis was proven correct on the 25th,26th, and 27th and

incorrect on the 24th. These results mean that the theory was correct 75% of

the time, correlating almost precisely with the AFINN algorithm’s accuracy.

Even though this seems like a clear correlation, a mistake in this data could be

how the actual stock market performed in the same days.

7https://finance.yahoo.com/chart/TSLA/#
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S&P500 market performance

8

Looking at the SP500 Index, we can see that on the 24th, the market fell,

and on the 25th, 26th, and 27th, the market rose. This was the same trend

Tesla’s stock pricing had and could indicate that there is a good chance that

Tesla’s stock has a much larger correlation to the overall market than from the

sentiment.

8https://finance.yahoo.com/chart/%5EGSPC#
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5 Discussion

Following the results of our analysis, we can confirm that the best of our ap-

proaches is the rule-based approach. This approach detected a drop in the

overall sentiment of the Tesla stock in a period where the Tesla stocks fell and

could indicate when the price rose. It will also contain the criticisms of the

paper in detail.

5.1 Correlation versus Causality

This project aims to uncover if it is possible to detect a correlation between

stock price solely based on public sentiment from social media. While we, to

some degree, are getting expected results from our analysis, we cannot conclude

that these results would work outside our very limited test case. Doing so would

be fallacious, as correlation does not necessarily equal causation.

In addition, causality can act in both ways and act self-reinforcing. Whereby

a change in the stock price could result from a change in sentiment, this effect

could also go the other way, with comments about the recent change in stock

price further enforcing a given trend of change on social media. It is, however,

also easy to think of scenarios in which the opposite happens, again creating a

negative feedback loop. In contrast, the stock price due to unfortunate news

drives the stock down, again reinforced by the associating comment can further

worsen the general public sentiment.

Thus we are unable to conclude what way the causality points in general, as

it might point in both directions. Some assumptions can be made on a tweet

basis. Consider the sentence ”Fire in the Tesla Model 3 locks the door trapping

the owner.” In such a sentence, the product of Tesla is the complaint, and it

can be argued that in such a sentence, the sentiment would affect the stock

price and not the other way around. However, in some cases, the opposite

is true. A tweet hinting at how Tesla is ”doing worse than ever” is likely a

conclusion based on the market value of Tesla. While these correlations still
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do not guarantee causation, they are worth considering when discussing the

usefulness of the predictions. A further study into the mechanics of this would

undoubtedly yield interesting results, but for the sake of this paper, it is out of

scope.

An unclear correlation between correlation and causality and direction of

causality means that the analysis results, though somewhat correct, could be

caused by factors other than sentiment.

5.2 Hollistic vs naive

To examine pitfalls in our work, we will contrast them with a hypothetical

holistic approach. Our description of this approach will likely not be exhaus-

tive of possibilities due to our limitations regarding specific fields and domains.

The holistic approach would, first of all, have a closer relation to the fields of

economics. Not incorporating economic key numbers and basing a financial ad-

vising instrument purely on public sentiment in a minimal selection of economic

fora is far from advisable. Given a company, Tesla, it would be helpful to moni-

tor important economic events such as, e.g., change in yearly earnings (negative

as well as positive), large buy/sell orders being filled, and analysts’ price target

updates. All of which could lead to sudden price movements. These factors

have deliberately not been taken into account, but they would be accounted for

in a more holistic approach. Another thing to keep in mind is the scarcity in the

amount of data in our analysis which could also be a pretty significant pitfall.

Our analysis is based on a few ”snapshots” in time and could be attributed to

coincidence. Another randomly chosen drop in price would likely yield different

results. To gain more confidence in our results, we should avoid cherry-picking

data. A better approach would involve taking multiple long term time-periods

into account to make a more general conclusion. A better approach would be

to choose a more extensive selection of time periods showing price increases and

price decreases. We could then average out the sentiment gain/loss and try to

identify a correlation between our sentiment score and the price. Assuming that
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this correlation can be observed on a more general long-term data set, it would

be interesting to investigate said correlation and how a change in sentiment

relates to stock price development. A hypothetical example of such relations

could be that for every 0.1 difference in sentiment, we would expect a 1% increase

in Tesla stock. The model could also be tested against a linear regression analysis

or any other economic stock price evaluating model performed on the actual

stock price, which we could then compare to our model. Suppose we assume

that a linear regression would be more accurate. In that case, we should aim to

achieve a similar correlation or enhance the model further using a combination

of the two. There is also the scenario that most companies with less eccentric

chair members would not be possible to rate, as there would be very little to no

data to scrape. Even after accounting for the different domains and methods,

there is still an inevitable problem of human biases and subjectivity in this

analysis.

5.3 High Level of Subjectivity

Concerning the overall heuristic approach, some degree of subjectivity has been

involved with choices taken throughout our approach. When we tested the pro-

gram’s behavior, we scraped more or less arbitrary subjects to test for sentiment

detection. These choices were unfounded and chosen at the moment. The best

example of expressed subjectivity is in our two primary algorithms. In AFINN,

we are parsing scores based on dependency trees. This decision was made to

extract the most critical parts of tweets. Although we mainly got good results,

the decision to use this method was based on initial test results from different

twitter queries. In the word-embedding, we use words to compare against, that

again are chosen by us. These methods have been tried, tested, and then altered

if necessary. Nevertheless, these combinations were not something we stumbled

upon from research. The results were the result of us using different methods

to try and achieve an acceptable score.
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5.3.1 Selection Bias

Since the project only focuses on the sentiment expressed and gathered through

social media, the project will undoubtedly contain a certain amount of selection

bias. The bias occurred when the data gathered came from a specific group of

people and not a broader selection, causing the data not to represent the general

population[24].

In the case of this project, we know that the sentiment was collected from

Twitter users tweeting in English and including ”TESLA” or ”TSLA.” The

majority of twitter-uses are between the age of 18 – 34 years old [8]. The

selection bias could impact the sentiment, as most of the tweets analyzed will

be from this specific age range. Furthermore, Twitter has most users from

the United States, meaning that most tweets will come from Americans. The

amount of unique users that fall into this category is unknown. So is the degree

they represent of the total number of interest agents that might enjoy some

form of utility from a given change in stock price. Due to only looking at the

company Tesla in the analysis, selection bias comes into play. Using only one

company for the analysis can have the side effect of showing data that is only

applicable to that specific company, meaning that this approach to sentiment

analysis might not work for every company. However, this bias is somewhat

intended as we hypothesize that some stocks are more widely discussed online

fora than others and that Tesla falls neatly into this category. Furthermore, all

scraped tweets were chosen randomly from a specific posting time, meaning that

no tweets or users were intentionally selected or left out. This process validates

the work, but the project group does not ignore that a certain amount of bias

is prevalent in this paper.

5.4 Grammatical Errors

Unlike some other models, AFINN does not account for grammatical errors.

This means that while the sentiment of a given tweet might come across quite
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clearly to humans, it does not apply to the algorithm. It would have made much

sense to look at the lexical text similarity between words that do not appear

in the list and words that do. For words not caught in AFINN, we could use

the score for the word with the highest similarity. An example of this could be

that the word ”Horrendous” is not in AFINN. However, the word ”Horrible”

has a similarity of 0.92; we would score it as the score belonging to ”Horrible.”

Though this approach might have improved accuracy, it also comes with the

downside of being computationally expensive.

5.5 Assets with no intrinsic value

Assets such as stocks carry an intrinsic value, although prices can be over-and

undervalued. Depending on the size of shares, a shareholder has some influence

on the company. For this reason, we suspect our approach might have yielded

better results were we to look at assets with a price more dependent on public

sentiments, such as the case for art and cryptocurrencies. As these assets carry

no intrinsic value, we assume that their price is more heavily influenced by public

sentiment. For cryptocurrencies, we believe it is reasonably safe to assume that

this sentiment is online and, to a large extent, made publicly available.

5.6 High level of bot-generated sentiment

We did not consider a method for omitting auto-generated tweets by non-human

entities, such as ads, spam, or giveaways. However, we did observe a significant

amount of bot-generated tweets in our data. We suspect that this could have

been accounted for by filtering data from users with no followers or practicing

a particular type of behavior. However, as this would call for further research

into bot behavior, we chose not to continue further down that route. Another

argument why it should be included is that auto-generated tweets can still carry

sentiment affecting the public opinion of a given matter. This is an exciting

aspect, and we expect this to happen increasingly in the following years as this

trend develops, just as seen in the 2016 U.S. presidential election, where several
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tweets from social bots accounted for about 20% of the online discussion on

twitter[17].

5.7 Using pre-trained models

It is essential to consider what data the artificial intelligence model was trained

on using a pre-trained model. The words are assigned a similarity based on the

context they appeared in the data set from which the algorithm was trained. In

our case, using a pre-trained word model from spaCy, it was primarily trained

on Wikipedia [4]. However ”spaCy is not research software” and ”spaCy is

opinionated”[18] The training data should ideally always be representative of

the data one is trying to process. Therefore, it might give a worse result to use

the SpaCy model on a specific domain like Twitter. For these other models,

domain-specific, custom-made, or both might have proven more effective.

5.8 Following the news

Not admitting some form of bias in the fact that news of an attempted acquisi-

tion of Twitter by Tesla founder Elon Musk would be a mistake. Musk has been

a long-time shareholder in Twitter. Further enforcing relation between Twitter

Tesla. This information, however, was not known to begin with and has there-

fore not had an impact on our writing. However, in light of this information, it

would have made more sense to look at other stocks with a less present public

correlation. The acquisition seems to be temporarily put on hold as of writing

this paper. According to Musk, this is due to pending details supporting the

conclusion that the number of fake/spam accounts amounted to less than 5%

[40].

5.9 Inter rater subjectivity and reliability

As mentioned earlier, the tweets that the AFINN model was able to rate were

subsequently rated using the Word Embedding model. These tweets were then

added to spreadsheets and manually rated with either a positive, neutral, or
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negative score, indicating their sentiment as perceived by the individual. Due

to many tweets, we found it necessary to divide the work between us. Two group

members split the tweets, rating roughly half of them each. Most tweets had

exact sentiment, meaning the different group members in charge of rating would

perceive and rate them identically. However, roughly a third of the tweets had

some degree of ambiguous sentiment, making the rating less obvious as some

tweets leaned towards a neutral sentiment. This ambiguity could be seen in

tweets containing words that otherwise indicated positive and negative. An

example of one of these edge-cases is the following:

RT @heydave7: Should Tesla sell their $BTC stake and use the proceeds to buy

back $TSLA shares?

9

AFINN rated this specific tweet as expressing a positive sentiment, while

word embedding rated the tweet as unfavorable. The group member in charge

of rating perceived the tweet as primarily expressing neutral sentiment. As

mentioned in the analysis, the tweets were manually rated as neutral, but either

positive or negative by the algorithm was calculated as a wrong prediction.

9Appendix2: Excel Data

56



6 Conclusion

Based on related works and our own examination, we can conclude that public

sentiment in our case could, in part, be used to determine a correlation between

sentiment and stock pricing. This correlation was shown in the analysis section,

where the prediction of stock pricing correlated nicely to our scoring accuracy,

with an 2,80% variation. By improving the algorithms, accuracy could, in turn,

improve the predictive capabilities.

Navigating the different tools within NLP, we managed to develop and design

our own version of a sentiment analyzer. To validate these results, we had to

account for subjectivity, both in the algorithmic design but also when we had

to act as the arbiter for the sentiment of a tweet. Even though our prediction

mapped well to the stock market in our tested cases, different pitfalls make it

problematic to pinpoint the exact direction and dependency between causation

and correlation. We would argue that, given a specific domain or company, our

sentiment analyzer can deliver a correct sentiment score in most cases. However,

it would be naive to conclude that this sentiment analyzer could be used as the

only tool to attempt stock price predictions. Other factors in economics and

statistics would be necessary to combine with the analyzer for a more nuanced

and general solution. For a more complete solution, we would have to do more

tests on more varied data regarding the number of tweets and the collection

period.

Given this conclusion, many things are to be considered. When assessing

the stock pricing, how do we take Twitter and other nontraditional factors into

account when assessing the economy. If, and at what point, Do the 200 million

Twitter users dictate the market. The correlation between public sentiment and

stock pricing does not just concern human activity on the internet but also bots

that aim to sabotage or abuse. In summary, we can conclude that it is possible

to see a correlation between stock pricing and social media sentiment. Through

the analysis, we can conclude that the best of the two algorithms created was
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the rule-based AFINN approach and that the AFINN scores correlated to stock

pricing.
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