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Abstract

This report attempts to analyze ethically problematic cases in two technolo-
gies that use Neural Networks as a part of it’s decision making process, specif-
ically Facial Recognition and Automated Vehicles. The report covers technical
background of both technologies as well as a theoretical background of nor-
mative and applied ethics. It goes on to analyze cases of the trolley problem,
mundane problems, Bias and Prejudice, and Privacy issues through each the-
ories’ perspective. The report goes on to analyze the case studies as a whole
through applied ethical principles, and by contrasting the different normative
ethical perspectives on specific cases of this technology. This report concludes
that the theories imply a need to limit the use of the technology until its further
developed, or the ethics for neural networks has been consolidated.
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Chapter 1

Introduction

Neural Networks are an incredibly powerful yet flawed technology. Over the
past few years the prevalence of this technology in our daily lives has increased.
However unnoticed this technology is, it has had a dramatic impact on us and
will continue to do so. Examples of its use is in translation, analytics, and social
media recommendations but what we will be focusing on in this paper is the use
cases of self-driving cars and facial recognition. Despite the ethical issues this
technology faces, there seems to be no slowing down it’s progression. Although
many companies that use neural networks in their products have ethics councils,
the running, decisions and process of these councils is not always transparent.

We will give an overview on the technical challenges and limitations associated
with this technology. As well as analyse the use of this technology (in the specific
use cases we defined) from the perspective of normative ethics. We will also
analyse this technology through the lens of applied normative ethics, as it offers
consolidated yet different perspectives to normative ethics.

Since the prevalence of these issues will only increase with the increased usage
of this technology, it is vital that we look at the ethical concerns and consider-
ations. In this project we aims to analyse some of these issues from an ethical
perspective and try reach a consensus or at least document the differences be-
tween how each of these ethic schools of thought view the problems brought
about by the usage of the neural networks. Which leads to our research ques-
tion:

Research Question and Sub-Questions

What do two opposing normative ethical view’s on Neural Networks
mean for the implementation and development of the technology?

1. Which aspects of the technology make it ethically questionable?

2. What are the differences and similarities on the opposing views of the
problems?
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3. Do the schools agree or disagree whether Neural networks should be imple-
mented? Developed?

Methodology

To answer this question our report will provide a review of both Artificial Intel-
ligence (specifically Neural Networks) and Ethical Theories. To achieve this we
will present two of the main normative Ethical Schools of thought. We will also
explain the background behind applied ethics to help us answer this question.
We will then cover the technical background behind artificial intelligence, high-
lighting the technology’s technical problems behind the ethical issues. Finally,
we go on to use this background knowledge to analyse 2 specific use cases for
this technology and their consequences.

The analysis of the two case studies will involve looking at each of the specific
problems caused by AI through the lens of each normative ethical theory; As
well as applied ethical principles as these provide different (specific) perspectives
on the issues. We will analyze the differences for how each of these schools
of thought view these problems. Then in the discussion we cover how these
normative theories determine what is and isn’t safe. We also discuss the ethical
principles derived from both of these theories to see whether they determine
each case to be safe to implement today. Our conclusion will then surmise
whether the theories views on this technology say it is safe to develop, both now
and in the future, as well as consolidate the differences between the theories.
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Chapter 2

Theory

2.1 Ethical Schools of Thought

Being the social creatures we are, it is not hard to understand that we as humans
have tried to create methods for judging an action. Today, the field of ethics
involved in the methods of differentiating right from wrong is referred to as
Normative ethics [1]. Normative ethics focuses on determining ethical principles
for right and wrong. An example of a principle would be ”Do unto others what
you want done to you”. Using solely this principle of normative ethics we could
determine if any action is ethically correct. However this is just one example
of a normative theory, most other ethical theories generally focus on more than
one principles or character trait [1].

This section of the report will cover two opposing schools of thought: Deon-
tological and Consequentialist Ethics [2]. This section will also cover Applied
Ethics and normative principles that have been derived from both of these the-
ories.

2.1.1 Duty Ethics Theory

Duty ethics, also called Deontological ethics (Deon meaning duty in Greek),
is based on the idea that all actions must conform to moral rules [3]. What
is important to note is that these theories ignore the consequences of an ac-
tion, rather they focus on the action itself. There are three main theories in
Deontological ethics: Agent-centered, Patient-centered, and Kant’s Categorical
imperative [2, 3].

Agent-Centered Theories

Agent-centered theories revolve around the idea that an action or intention from
an individual can be moral based on specific obligations or permissions of the
individual or ”agent” [4]. These obligations and permissions apply to only the
agent in question, although others may share the same reasons for an action
[2]. The main concept here is that morality is a personal thing, the reasoning
behind an action is ones own [3].
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There exists three kinds of Agent-Centered theories. The First focuses on
the intentions of the agent. For example, in with this theory simply having the
intention to do a bad act is bad in itself [2].

The second focuses not on the agents mental state but solely on the cause
itself. If the act itself is evil regardless of the intention then it is wrong. For
example, killing someone directly is always wrong, however doing nothing to
stop someone from dying with this view is not unless you have a relationship
with them [2].

The third theory is a combination of the past two. This one focuses on both
the intent and cause. For example, this theory says nothing on an act of evil
or the intent to commit evil, but rather the execution of an evil intent is evil.
Therefore only acting on evil intentions is in itself evil [2].

Patient-centered

Unlike Agent-Centered theories, Patient-centered theories are focused on indi-
vidual rights [3]. A right is generally defined as a justified claim against another
person. For example, an individual has a right to not be harmed by another
person [5].

One of the core rights in patient-centered theories is the right not to be used
solely as a means for good consequences without ones consent [2]. For example,
imagine a case where a doctor can transplant organs from one healthy person
to save five sick ones. Patient-centered theories would argue that this is wrong
because you are using the one to save the others effectively accelerating the
death of the healthy one [2]. In this case the healthy person has the right not
to be used without consent so therefore it becomes the doctors duty not to use
him [3].

Kant’s Categorical Imperative

Immanuel Kant, an 18th century philosopher, believed that there was a core
principle that covered all other duties, he called this the ”Categorical Impera-
tive”. This Imperative differed from other core values because it simply states
a pure duty that is good in all context is inherently good. This concept was
explained in two formulations of his imperative.

The first formulation of the imperative uses the idea of a Maxim, or a principle
for acting in a certain way to achieve a certain goal [6]. The formulation goes as
follows, ”Act only in accordance with that maxim through which you can at the
same time will that it become a universal law.” The first formulation essentially
means that you cannot make a rule for yourself that is not universally applicable
[6, 2].

The second formulation goes as follows, ”Act in such a way that you treat
humanity, whether in your own person or in the person of any other, never
merely as a means to an end, but always at the same time as an end.”[6]. This
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means that for a principle to be good then it must be practically necessary,
with or without it being necessary for the agent to achieve some other end [7].
Essentially, Kant meant that people should always treat people with respect
and never as objects, that can be used without consent [2, 6, 3].

2.1.2 Consequentialist Ethics Theory

One common way for people to determine their actions or moral standards is by
measuring the consequences of their actions or potential actions. This is essen-
tially an ’ends justify the means’ type of ethics. Teleological theories (’Teleo’:
Greek for end) determine whether an action is morally good or bad by weighing
the benefits of said action against the negatives. For instance most of people
would agree that lying is wrong but if telling a lie would help save a person’s
life Consquentialism would argue it is right thing to do. Within this School of
thought there are 3 core theories: Egoism, Altruism, and Utilitarianism. Each
is based on the frame of reference that we are applying them from.

Ethical Egoism

Ethical Egoism is a widely controversial theory that focuses on ones own interest
[8]. Its arguments state that an action is right only if it is acting in the agents
best self-interest [5, 8]. A person following solely this theory would always judge
an action on this sole principle. If it is advantageous for them to do an action
then the correct course is to do it. For example, a child giving a pencil to
a classmate (an action that would get praise from a teacher) is argued to be
morally right because the child wanted the praise from the teacher. The morally
right behavior has nothing to do with the agent in question helping someone, it
is simply the fact that the action benefited the agent themselves[8, 5].

Ethical Altruism

On the other end of the spectrum of consequentialist theories lies Ethical Al-
truism. This theory defines moral behavior to be what is in the best interest of
everyone but the agent [5]. Using the same example as the previous subsection:
the act of giving the classmate the pencil would instead be morally right because
it is the choice with the greatest benefit to everyone except the agent. However,
the outcome is exactly the same for everyone but the moral justification for the
action is very different [5] (notice how in this case the child still got praise from
the teacher, it just isn’t a factor in this moral equation).

Utilitarianism

In the middle of the spectrum of Consequentialist theories lies Utilitarianism.
This theory can be described as a mixture of both Ethical Altruism and Ethical
Egoism [5]. The defining principle in this theory is that peoples actions should
always be in the best interest of society [9] (the agent and everyone else).

Take into consideration the example of the child giving their pencil to their
classmate, this time, from the Utilitarianism perspective. In the scenario the
child has two choices either to help or not to. In the case that they helps their
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classmate, both will benefit from this action (one receiving a pencil and the
other a higher standing in the eyes of the teacher), but the child temporarily
has less pencils to use. In the case that they choose to keep the pencil, the child
will have a surplus of pencils but nobody else will benefit from this action. In
weighing the consequences for the agent and all others; the first case has the
greatest benefit to society so it is the morally correct action [5, 9].

2.1.3 Applied Ethics

In Section 2.1.2 we highlighted an example of a child giving away a pencil
to a classmate. This example is straightforward and it is very easy to see the
morally correct action from all three perspectives. However, in the real world the
problems are much more complex, and the morally correct action is not always
clear. Applied ethics is the process of analyzing these issues with overarching
normative principles [5].

Ethical principles Applied in real life

Generally, complex and controversial issues will have a very clear solution when
only applying a single principle to them. However these principles will have hun-
dreds of principles supporting them and hundreds opposing them, and hundreds
more that just look at it from a different perspective. Therefore the solution
generally is to use a few of the overarching normative principles to analyze it and
see what is most strongly supported [5]. In our analysis we will use the follow-
ing principles to determine if Neural Networks for pattern recognition systems
is safe from ethical controversy today.

• Personal Benefit: principle of agent benefits

• Social Benefit: principle of benefits for all of society

• Benevolence: principle of helping those in need

• Harm: principle to do no harm

• Autonomy: Freedom to have control over one’s own body and actions

• Precautionary: Principle to not implement a technology until it is safe
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2.2 Theory of AI

2.2.1 What is AI?

Artificial Intelligence (AI), is a subset of software that attempts to create intelli-
gent agents that can make decisions or perform tasks that usually require human
intelligence to perform. An example of this is, video game AI, requires creat-
ing a bot that mimics human actions and movements inside of the game, but
these bots are not necessarily intelligent [10] (meaning that they don’t reason
and rather just perform the tasks it is programmed to do). This technology is
generally split into 2 categories: Strong AI (AGI: Artificial General Intelligence)
and Weak AI (ANI: Artificial Narrow Intelligence) [10].

Artificial Intelligence is already being used to make important decisions, anal-
yse data, and interface with humans, among many other important tasks. The
advantage of using this technology is how fast and automatic it is, such that an
AI can often outperform humans in any task it is trained or programmed to do
[11].

2.2.2 Different types of AI

Weak AI is the only type of AI we have managed to create. And it is what we
will be talking about in this paper [10]. Weak AI just tries to mimic human
intelligence. Note that the definition of weak or strong isn’t based on the pro-
cessing power or efficiency of the AI, and rather its capabilities. Rather weak
or narrow refers to implementing an AI for a narrow task or set of tasks that
can be performed by a human [10]. This means that even though chess engines
can beat the strongest grand masters with ease, they are still weak AI. This is
because they lack the emotions or creativity of a human, and rather operates
by generating every possible state the board can be in and assessing whether it
is a winning position before making a move.

Strong Artificial Intelligence, is only theoretical, but would be an actual ma-
chine representation of a human [12]. With the ability to reason, learn, think
and understand to a degree that is indistinguishable from a human. In creating
this programmers would be creating a machine that is conscious. While this is
an extremely interesting topic, it is beyond the scope of this project, so we will
leave the discussion here.

Within weak AI, there are lots of different techniques and technologies used.
For example, Natural language processing (chat bots) involves matching words,
phrases and sentence structures with a predefined structures to choose or build
responses from. Contrasted a chess AI that instead performs rigorous calcula-
tions to determine every possible state the board could be in and calculate the
best move. Therefore AI is not so much a singular algorithm/technique and
more of a general goal that can be achieved in any way possible [10]. One of
these programming patterns for Artificial Intelligence is called a Neural Network
[12].
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2.2.3 Neural Networks

Artificial Neural Networks (ANNs) are an attempt to replicate nature’s own
super computer, our brains. Modelled after the neurons in our brain, neural
networks enable a computer to learn from data given to it [12]. They are
an incredibly powerful tool that can be (and are sometimes required) to solve
certain problems. While a neural network can be trained to perform any task
that can be approximated by a function (something that maps a series of inputs
to an output), they are not necessarily accurate a 100% of the time [11]. We
will explore how this technology works, as well as what the drawbacks are and
how they arise.

Figure 2.1: Examples of Handwriting
[12]

A great example of how neural networks are useful is handwriting recognition,
specifically, we will be looking at recognizing the digits from 0-9 (The same topic
[12] uses to introduce neural networks, the video [13] is based on this paper).
While it might seem trivial for us to recognize that the first image in figure 2.1
is a 5 and the last is a 2, when you try programming a computer to recognize
these things you’ll soon be in a hell filled with exceptions, incorrect rules and
every other problem imaginable, unless you use a neural network [12]. This is
because they can be trained to recognize the digits with actual examples, rather
than having to hard code every rule into place [12].

Our brain contains millions of neurons (hence the name neural network),
and while they aren’t all connected directly together they are all indirectly
connected. And it is very much the same with Figure 2.2 and neural networks in
general, where you can see there are multiple layers of nodes (the dots) connected
by vertices (black arrows) forming a network of interconnected neurons [13]. In
any neural network, every node contains a value (usually between 0 and 1), and
every vertex has a weight [12, 11]. The amount of layers and nodes in each layer
are somewhat arbitrary decisions [13, 12] (but we will discuss this further in the
sub chapter ’deep neural networks’), while the most basic neural networks only
require 3 layers (input, hidden and output), it is often up to the programmers
to adjust these values to get the desired result [11].

When the network is told to make a decision about something it is fed in-
formation about what it will make a decision on through it’s input layer. This
means that somehow a qualitative thing (like a picture) needs to be represented
in a concrete, discrete, structure (RGB/grey scale values for each pixel). Once
the data is loaded into the input layer, the values for each node in the next
(hidden) layer are determined, followed by the next until the output layer is
reached. The output of the neural network is generally determined by analysing
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Figure 2.2: A simplified neural network
[14]

the output layer, usually each node in this layer is associated (externally) with
a possible output (i.e. 10 output nodes, one for each digit that the network
can identify) [12]. Usually the output node with the highest value is selected,
the associated value with this node therefore becomes the output of the neural
network [15].

For our example, we will be assuming the numbers have been written on
28x28 pixel canvas, and it will be a grey scale image (black and white) [12].
This means there are 784 nodes in its input layer (one for each pixel), any node
can take on a value between 0 and 1, 0 being black and 1 being white [12, 13].
If this was a color image we would have 784x3 input nodes, as each pixel has 3
values one for the red, green and blue density. The book this example is taken
from somewhat arbitrarily choose 2 hidden layers, each with 16 nodes, and our
output layer will contain 10 nodes (one for each digit that can be recognized)
[13]. This can be seen in figure 2.3.

In figure 2.3 you can see that any single node in one layer is connected to
every node in the next layer (to the right). Every one of these vertices also has
a value associated with it, the ”weight” of that vertex [12]. In 2.3 the different
colors for every vertex represents different weights [13]. Additionally, in each
node there is a ”bias” which acts as a kind of threshold for how much a neuron
needs to be activated before it actually contains a value higher than 0 [12].
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Figure 2.3: An Actual Neural Network
[13]

The way the neural network gets its result is by using each of the input nodes
to determine the value for every node in the next layer (to the right). This
process is then repeated, using the just determined layer’s values to determine
the values for each node in the next layer [12]. This kind of numerical shuffle
ends at the output node where the output is selected. The actual process of
determining the value for an individual node is beyond the scope of this project,
but the way it works is by summing the value of every node in the previous layer,
multiplied by the weight of the connection between that node and the one we
are determining the value for [12, 13, 11]. From this you can hopefully see that
the process of machine learning is really just tuning these weights and biases to
get a sensible result [10].

Another way of thinking about the adjusting weights and biases processes
is: For example, if a person were deciding to go to a movie, they might take
whether their partner was going with them and if they enjoy that type of movie
into account. Any given person might value these things differently, and be
more affected by a certain factor than others. This is analogous to the action of
neurons in a neural network because, the neurons value (the person’s choice) is
determined by the weights (how much they value a factor) and the values of the
previous layer of neurons (the actual factors affecting their decision). Then by
adjusting the weights between these inputs and the output we can end up with
a different range of results depending on each persons network. So, if going with
your partner mattered a lot then the weight for this node will be higher than
the one for liking the genre of movie, and it plays a larger role in the decision
making process [12].
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2.2.4 Machine Learning

As previously explained machine learning is less of the sci-fi definition of au-
tonomous machines acting and behaving like humans, and more of the very real
process of tuning each of the weights and biases within a neural network. This
is done through the use of extremely large sets of data (a data set of over 10,000
images was used to train the neural network in 2.3 to get it to recognize images
[13]). An alternative approach to machine learning is that during operation the
AI can train itself, by analysing its own performance. We will go into more
detail on this further on.

These large data sets contain a possible input, as well as the expected output
(for that input), when the neural network calculates its result it is then compared
with the expected output [15]. After applying one of several different techniques
(all of which are essentially just function approximators of different complexities:
see Newton-Raphson Method, or Neuroevolution [13, 12]), the network’s weights
and biases are adjusted and then tested again. For example the initial training
for Google Translate’s AI took just over 10 days on an 8 core Centeral Processing
Unit (CPU) [12].

2.2.5 Training Neural Networks

Neural networks, can do anything, so just how do we get them to do one thing?
We need to train them. What this means is that we give the network some
data, and allow it to produce an output, based on it’s output we then go over
the network again and tweak all the weights and biases accordingly [12]. This
method is called back propagation, because it involves propagating the result
backwards, and tuning the weights based on what we expected to see [12]. The
technical details on how this is actually implemented is beyond the scope of this
project. Back propagation is a form of gradient descent that aims to lower a loss
function (a measure of accuracy of the network) [11], and thereby increase the
accuracy of the network. However there are several ways this can be achieved
[15], and depending on what data is available and what the task is different
techniques are used:

Supervised Learning

This type of learning, is based off of data that has already been labelled by a
human with the correct output. The data is fed into the network, and then
the network’s answer is checked against the human’s, and the results are back-
propagated, to retrain the algorithm [11]. This type of learning is best for
classification and regression, therefore is best when there is a set of reference
points, from which the network can learn [15].

Unsupervised Learning

Unsupervised learning is the polar opposite of supervised learning, in this case
the data is unlabelled and/or uncategorized (for example when training an algo-
rithm without knowing the answer) [11]. The neural network is trained on data
without a predefined answer, and it tries to find structure in the data without a
specific outcome in mind [15]. This can be trained to do several different things,

13



for example: clustering (grouping data together), anomaly detection (detecting
data that is different), and association (relating data to other data) [15]. The
problem with this kind of training is that there is no predefined truth, so it is
difficult to measure the accuracy of the network, but it is useful in the case that
data is hard to get or very expensive [11].

Semi-Supervised Learning

Just like the name sounds this method of training is based on having both la-
belled data and unlabelled data [15]. This type of learning is used when good
labelled data is hard (but not impossible) to get. For example, a radiologist
could label a few MRI’s (as it would be expensive and time consuming to do
many) that can be used to train a neural network (along with other unlabelled
MRI’s) [15]. This small amount of labelled data can improve the networks accu-
racy when compared to unsupervised learning, but still has the same drawbacks.

Reinforcement Learning

Reinforcement learning is used when the neural network is trained with another
algorithm/method that evaluates the success of the neural network or the neural
network’s choice (note that it doesn’t necessarily operate in this order) [11]. For
example, when training neural network to play chess, it’s very hard to get human
labelled data, and rather you can have it play against itself and have it tweak
itself based on when/how the algorithm wins. This is useful in the case that
you can evaluate the network’s performance but it is hard/impossible to get
training data (for example in a game you can’t necessarily create training data
on what the best move is, but you can analyse the algorithm’s move once it has
been made) [15].

2.2.6 Deep Neural Networks and Deep Learning

There are several different types of neural network, and each is called a different
thing depending on how it acts, or works. However, a deep neural network is
generally defined as a neural network with several layers. This is often paired
with the term ’deep learning’ which encompasses several techniques and algo-
rithms that can be used to train these deep neural networks.

These deep neural networks use several hidden layers, as it allows for more
abstraction, and are therefore potentially/theoretically more accurate and faster
(as opposed to those with fewer layers with as meany neurons as necessary) [12].
It has also been mathematically proven that in some specific circumstances a
shallow network requires exponentially more nodes than deep networks [12].

Most commercial products use deep neural networks as opposed to shallow
ones because they allow for more abstraction and therefore operate more reliably.
In the example of writing recognition (figure 2.3 from [13]), each consecutive
hidden layer has a more abstract and specific job, that eventually leads to the
abstraction of the result [12]. For example the first hidden layer could recognize
different edges (curved line, short line, etc), and the second would recognize
different shapes those edges make when put together (circle, cross, etc), leading
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to the output layer where the different shapes are put together and turned into
a result [12].

There are however drawbacks to using deep neural networks. Because of
the many layers, we find that our typical learning algorithms (gradient descent,
and back propagation) aren’t training the layers at equal speeds (the later layers
might train quickly while the earlier ones get stuck and seemingly learn nothing,
or vice versa). This causes the deep networks to operate at the same level as
their shallow counterparts [12]. The way we overcome this is through deep
learning, which is a set of techniques we can use to make sure the layers are all
trained [12].

2.2.7 Pros and Cons to this technology

Neural networks are extremely flexible and can be trained to perform tasks that
cannot be easily programmed, and any numerical data can be used to train it
for any task that has such data. Its particularly useful when there are a lot of
inputs (for example an image), because of how it can split tasks into a network
of simpler calculations it is also reasonably fast once trained. However, there
are also issues with using this type of technology.

Training and Accuracy

The process of training a neural network can be very Central Processing Unit
(CPU) intensive, this means it can be both expensive and slow to train a neural
network properly [11]. Unlike traditional programming neural networks can
make unpredictable mistakes, either because of how it is fitting the data (which
we will cover shortly), because it wasn’t trained enough, or because it just made
a mistake. For example Google researchers fooled a image classifying AI that
could successfully analyse pictures, by just changing a few pixels of that image
[16].

The core issue with using training data is that the training data has a direct
effect on the performance of the network: so if the data is flawed this flaw is
passed on to the network [12]. And while one possible solution is to provide more
training data (or more accurate/appropriate data), there are also drawbacks to
this. This is because the training data needs to be created/analysed by a human
before the network can operate on it, making it costly to attain huge amounts
of data (assuming we need a lot of labelled data) [15]. The other issue is that
the more data that is used, the longer the training process will take [11]. These
factors mean there are disincentives to training a network more than appears
necessary.

Overfitting and Underfitting Data

The problems with data do not end with just what the data is, but also how the
network interprets this data when training it. This issue is known as underfitting
or overfitting the data [11]. Overfitting is when the network is too complex and
follows the training data too much. This means it could be interpreting random
patterns in the training data rather than the intended pattern/result [12]. A
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more technical definition for this is that the network has a high accuracy score
on the training data but a low accuracy score on test data [11, 16]1. Underfitting
is a similar but opposite problem, in this case the network is too simple to pick
up the underlying pattern in the data [12]. This can be caused by the algorithm
making incorrect assumptions about the data (oversimplifying it). The technical
definition for underfitting is: testing the network and seeing it has low accuracy
on the training and test data [11].

Black Boxes

The final core issue of neural networks is that they are black boxes [11], this
means that while we understand the core technology behind how it works, and
how we change the network’s values. But we do not understand why the biases
and weights are assigned their specific values or how we can tweak these values
ourselves to achieve specific results. This also means that we can not know how
each independent variable (pixels in a canvas) affects the dependant variable
(what number the neural network chooses) [11].

1Here accuracy is a measure of how close the Neural Network’s result is to the expected
result
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Chapter 3

Case Studies

3.1 Automated Vehicles

While attempts at automated vehicles could have already started in the 1920s
[17], they didn’t start becoming a reality until recently. Now automated vehicles
across the world have driven millions of kilometres [18]. In the future automated
vehicles might revolutionize transportation and lead to lower emissions, faster
transportation, and even lives saved. Lightly automated vehicles are already
used every day, but more advanced driverless versions are yet to be available
commercially.

3.1.1 Theory

Automated vehicles are categorised into 6 levels by the Society of Automotive
Engineers (from level 0-5). Vehicles designated as level 0 are not automated
what so ever. Vehicles designated as level 1 can offer lateral or longitudinal
support motion. Conversely, vehicles designated as level 2 can offer both lateral
and longitudinal support motion. Furthermore, level 3 vehicles can perform
the whole dynamic driving task in suitable condition. If it anticipates that the
conditions won’t be suitable in the near future it issues a request to intervene in
appropriate time. Vehicles designated as level 4, can perform the entire driving
task in suitable conditions, and if the driver is unresponsive it will achieve a
minimal risk condition. It may even delay the human’s request to drive manually
to achieve a minimal risk condition. Vehicles designated as level 5 can perform
the entire dynamic driving task, and can drive without a human back-up driver
i. e. are driverless. We are mostly concerned with level 4 and 5 automated
vehicles [19].

Automated vehicles operate with two main systems: the perception system
and the decision making system. These two main systems are further divided
into many subsystems.As you can see in Figure 3.1.1 the the perception system
send information to the decision making system which operates in sequence. We
will briefly explain each subsystem:
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Figure 3.1: Example of an outline of a the subsystems of an automated vehicle.
TSD denotes Traffic Signalisation Detection and MOT denotes Moving Object
Tracking [20].

Localizer

The localizer is responsible for estimating the vehicles orientation and position
relative to a road or map [20].

Mapper

The mapper is responsible for computing maps from offline or online map
databases, it is essential for the vehicle not to collide with static obstacles such
as sign posts or pavements [20].

Moving obstacle tracking

The MOT is responsible for the detection and tracking of moving obstacles.
This subsystem is essential to for the avoidance of moving vehicles or other
moving objects [20]. Huval et al. propose a neural network based approach at
obstacle tracking [21].

Traffic signalisation detection

The TSD is responsible for detecting a recognising traffic lights, signs and other
parts of the road like pavements [20]. This can be done by using neural networks
specialising in detecting traffic lights, signs or pavements, like it was done by
Liu et al. [22].

Route planner

The route planner is responsible with the computation of a route from the
vehicles initial position to its destination, this is done using various path-finding
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algorithms [20].

Path planner

The path planner is responsible with the computation of a set of possible paths
which are part of the route, this can also be done using various path-finding
algorithms [20].

Behaviour selector

The behavior selector is responsible for choosing the current behavior of the
vehicle. For example choosing the lane, traversing an intersection, stopping at
a traffic light or stop sign [20].

Motion planner

The motion planner is responsible with the computation of the trajectory of
the vehicle, where the trajectory must follow the path, it simulates the physical
motion of the car so it can be adjusted [20].

Obstacle avoider

The obstacle avoider is responsible The obstacle avoidance and control subsys-
tem or the obstacle avoider is responsible with avoiding obstacles. It adjusts
the trajectory if obstacle avoiding is necessary [20].

Controller

The controller is responsible actually responsible with operating the vehicles
controls, like adjusting speed, or turning to keep true to the trajectory provided
by the motion planner and obstacle avoider [20]. This can possibly be done with
neural networks. For example as proposed by Guidolini et al. [23].

From the given examples we can see that some implementations of automated
vehicles use neural networks for their perception subsystems and that they also
could be used in the controller subsystem in the decision making system.

3.1.2 Benefits

According to an estimation by the World Health Organisation more than a
million lives are lost in road incidents, and more than 20 million are injured
globally. Of these 93% are caused by human error. So, because automated
vehicles avoid human error (like drunk driving), wide adoption of automated
vehicles would lead to millions of lives being saved [24]. Because automated
vehicles can also drive more efficiently, a wide adoption of automated vehicles
will lead to a lesser environmental impact because of the added efficiency [25].
Furthermore, because many traffic jams can be averted with automated vehi-
cles, because all the vehicles could for example start moving at the same time,
significantly reducing the jam. Simulation research has also shown that even
with 5% vehicles being automated, a reduction in traffic jams is expected [26].
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3.1.3 Ethical Issues Arising From this Technology

The Trolley Problem

Automated vehicles pose ethical concerns. Let us take this situation as an
example: An automated vehicle with a passenger is in a situation where a
crash is imminent, but the autonomous system has a choice between killing a
pedestrian or driving the vehicle into a wall killing the passenger (as in the
Figure 3.2 [27]). What is the automated system to choose? What if there are
two pedestrians, or multiple people in the vehicle? The car might choose to kill
less people but that might be unappealing to customers, causing them to buy the
vehicle from a competitor, so surely the vehicle should be programmed to always
protect the passengers first. But what if the pedestrians have a relationship with
the passengers. For example what if two parents are in the vehicles and their
2 children are the pedestrians. The vehicle does not know who the pedestrians
are, and might kill them, whereas a human driver probably would not. This
problem commonly known as the Trolley problem [28, 29] might require the
automated vehicles to have a moral system implemented.

Figure 3.2: Trolley Problem has a choice between killing a pedestrian or driving
the vehicle into a barrier killing the passenger [27]

The Mundane Problem

Now let’s take another example: An automated vehicle is approaching a cross
walk with limited visibility. There is a chance that a pedestrian might cross the
street and cause a high risk situation. The vehicles can be programmed to always
stop on cross walks but that will cause much time to be wasted which is in itself
unambiguously morally negative (both because it wastes time of the passengers,
but presumably more energy will be expended while the vehicle is idling then if
it wouldn’t have stopped). This kind of problem is intuitive to human drivers,
but what is intuitive to humans is hard to implement into machines. This kind
of problem is called the mundane problem according to Himmelreich [30]. While
mundane problems are mundane, they occur much more frequently than trolley
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problems and as such should be considered. More generally mundane problems
are problems which are intuitive to human drivers, but when automated vehicles
are applied to them their decisions can have significant effects both because they
occur very frequently and because there will be many other vehicles with the
same system in place.

3.2 Face Recognition

The Technology of facial recognition has gotten more and more advanced over
the last few decades. It has reached a point where the technology is being
implemented in security-law enforcement sector, the Health sector as well as in
the Advertisement sector. The similarity between all of these uses and versions
of the technology is the use of DeepLearning with Artificial intelligence. Using
DeepLearning AI, companies like Facebook, Google, and Amazon have managed
to create systems that can identify people in various situations with near human
accuracy [31].

As this technology gets better the demand for it will also increase, an example
of this is in airports all around the world. With the amount of people traveling
across borders increasing, it is expected that by 2030 there will be 720 million
people traveling by air in the European Union [32]. With numbers like this
it can be seen why facial recognition is being implemented but this brings up
problems with using this technology in this type of environment.

3.2.1 How it works

With the growth of this technology comes an increased interest in the way Facial
recognition functions. Facial Recognition as well as all bio-metric identification
technologies have two main methods of operation: obtrusive and unobtrusive
[33]. The difference between the two lies in the level of interaction from an
individual in order for it to function properly. In an obtrusive bio-metric identi-
fication system the user must stop what they are doing and voluntarily provide
the system with information. An example of this is a retinal scanner, where
the user must stop what they are doing and position themselves to allow the
technology to scan their retina.

An unobtrusive bio-metric identification system is much more interesting as
it requires the use of machine learning and artificial intelligence in its operation.
In an unobtrusive bio-metric system the user is not required to consciously input
any information. Using artificial intelligence the facial recognition technology
can characterize an appearance by creating weighing a face print of a target
against trained data to find the most probable match without the need for the
target to stop their activity [34]. This technology is usefully installed in many
airports and other high traffic areas [33].
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The Face Print

Every persons face is a unique combination of shape, color, and topography. For
the average human brain, identification of a person’s unique facial pattern is a
hardwired ability. However, for a machine to do this same task it is necessary
for it to learn the intricacies of many faces. In order for it to do this the Neural
network being used is taught to identify key features of the face using databases
of images in a process called facial landmark recognition [34].

In facial landmark recognition the Neural network assigns annotations to key
features such as eye fissures, lip shape, and eyebrow size to name a few. Once
the Neural Network is able to autonomously identify these landmarks it is then
capable of facial detection. For this technology to be useful, however, the Neural
Network must be capable of both facial alignment and facial recognition [34].

Figure 3.3: Annotated landmarks using Facial Landmark Recognition [34]

Facial Alignment and Recognition

Once the Neural Network is capable of facial detection the process of facial align-
ment becomes key. In a standard neural network the process of facial alignment
requires the use of facial landmarks identified autonomously beforehand. These
landmarks can then be manipulated against known face prints from databases
to align the faces, this being in the case where the target face print and the
comparison face print are in a different pose or expression relative to each other
[34].

Using this alignment technique it is now possible for the Neural network to
compare the target face print against a database of known face prints each in-
dexed with a discrete value. The Neural network will then return a probability
distribution of confidence over the indexed face prints. This percentage repre-
sents the confidence the Neural network places on a specific discrete value after
weighing the face prints against each other. If the confidence percentage is high
enough then the target can be assumed to be a match [35].
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Figure 3.4: Probability Distributions in a match case and non-match case [35]

3.2.2 Tech Issues

Being a rather new technology it is not hard too understand that Facial Recog-
nition technologies are not perfect. In fact, there are a few technical issues that
can lead to larger problems.

Error

Before we get into the problem it is important to explain the different possible
outcomes a facial recognition software can come to. These are one of 4 decisions:
1. correct positive 2. correct negative 3. false positive 4. false negative. A
correct positive is when the system matches a face with the right identification
it is looking for, this could be correctly identifying someone in an airport as
someone with a criminal record. A correct negative is the same as a correct
positive just that it is correctly identifying that this person does not have a
criminal record. A false positive is much more important as it is when someone
is misidentified as someone else, this could be when someone is identified to
the system to have a criminal record when in fact they are not the person it
matched them too. A false negative can be more dangerous in this case as it is
when someone who is meant to be identified is not, this could be someone with
a criminal record is not identified as that person.

Airports are places where many people from all around the world travel
through, meaning there is a very diverse group of people this technology is
used on. This creates a problem because ”Across demographics, false positives
rates often vary by factors of 10 to beyond 100 times” according to a study
by the National Institute of Standards and Technology (NIST) on 8.5 million
people using 189 different commercial algorithms [36].
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Function creep

The underlying causes behind errors such as those mentioned above could be ex-
plained by the phenomena of function creep. Function creep is when a program
designed for a limited task set gains additional unanticipated tasks [37].

In Facial Recognition Technology based in Neural Networks, Function creep
can occur a number of ways. Firstly, by expanding the data that the Neural
Network has access to. Secondly, by expanding the purpose of the technology to
include new tasks rather than recognition. Thirdly, by giving new users access
to the technology resulting in various uses that may differ from the programs
original intent [37].

In general any change or update to the programs function will result in the
program taking on unanticipated methods and biases in its analysis of data.
This brings up problems from certain ethical perspectives that will be discussed
in the next chapter.

3.2.3 Benefits

The main benefit in the use of facial recognition technology is the security it
provides in public and private spaces. It is commonly used in preventing violent
crime by analyzing behavior and flagging people that act suspiciously. It is
also used in investigating and preventing acts of terrorism. Facial Recognition
technologies have been implemented to watch large events and crowds (especially
in airports) specifically for this purpose. The technology can also help identify
and locate wanted persons and known suspects. A rather unknown use is its
ability to help located missing persons. This tool is commonly implemented by
police forces and other agencies to great benefit [38].

3.2.4 Ethical Problems Arising from this Technology

Privacy and Surveillance

For facial recognition software to work it needs to have a large database of faces
so that the program can learn and compare. This means that companies or
governments are motivated to store large amounts of information about people
so that their system will work as well as possible. Some of these databases are
publicly available and some are kept private for the companies that use them.
As we have seen in the past many private databases have had breaches and now
more and larger databases are made than ever before.

Recently, the Chinese Government has started a social credit system that
tracks citizens data and movement to determine a ”Credit Score” for individual
citizens. This program is being developed and expanded currently with 200
million surveillance cameras though out the country in 2018 to 626 million
cameras being installed by the end of 2020 [39].
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Bias & Prejudice

In orthodox surveillance systems without the use of Neural Networks or Pattern
recognition, the system will require a human to be watching the screens. A
human will have innate preconceptions about potential suspects that he sees.
These biases and prejudices are generally referred to as operator bias [40].

On the other hand, In Facial Recognition using artificial intelligence the op-
erator is not present as the process is unsupervised. This would lead to the
assumption that bias is not present in this technology. However, the base of
Neural Networks is code and an authors values and biases will be present in the
written code [41]. This bias is often referred to as author error [40].

This operator bias is also present in the Neural Network’s training data. In
the last decade there have been many cases exhibiting racial bias by facial
recognition software [42]. This is mostly due to function creep. As seen in
section 3.2.2, when expanding the purpose of the system unexpected errors can
arise from it. If the system has been trained from a database of predominantly
Caucasian faces it will have a harder time identifying faces of other ethnicity’s
[42].
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Chapter 4

Analysis

This analysis of Neural Networks is based on several key assumptions. Firstly,
the agent in every case we are analyzing is the system using the Neural Network,
with the exception of the applied normative principles section below. Secondly,
each theory used is considered equal to the others. Thirdly, The normative
principles’ collective opinion, chosen in Section 2.1.3, supersede those of the
individual theories. These Assumptions and the restrictions that result from
them will be discussed in Chapter 5.1.

4.1 Deontological view

4.1.1 Agent-centered

As covered in Section 2.1.1, Agent-centered duty theories focus on the intent
and cause of the agent in question.

Trolley Problem

According to [29], the driver of a trolley would be acting immorally whether
they chose to switch to a track with fewer people or not. Therefore, it would
seem that there is no morally correct course of action. However, according to
[2], an agent may have relative reasons to be permitted to do a specific action
that others may not be. Therefore the Agent-centered theory would say that the
intent of the vehicle should be to protect any passengers, thus killing bystanders.
Due to the existing relationship between the car owner, or user, and the vehicle.

Mundane Problem

In the example when approaching a cross-walk with limited visibility, the car
must slow down with the intention to preserve the lives of possible pedestrians
who could cross. By doing this it would waste the users time, but with the
intention to not kill.

Bias and Prejudice in facial recognition

According to [43], an agent would not be causing an evil when their act simply
enables some other agent to cause an evil. Biases that are inherent in the
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program then become defined as unintentional. In the surveillance systems
described in [38] defined in Section 3.2.3, the program simply flags an individual
as a potential suspect. It is up to police and other individuals to follow up on
this information. The agent is not forbidden from selecting a person to then
potentially be harmed [44], because whether the person is harmed or not is not
the agent’s decision.

Privacy

The problem of privacy becomes an issue ethically because the agent is violating
the privacy of all those under surveillance to collect information. In the case
explained in Section 3.2.4 the Social Credit system attempts to give value to
peoples actions based on what the system sees and defines as morally good.
According to [2], an agents obligation is based on intended causes. In the case
of the credit system the program intends for the information gathered to be
judged. Again in this situation the program is not acting immorally for selecting
a person to be judged.

4.1.2 Patient-centered

As covered in section 2.1.1, Patient-centered duty theories focus on individual’s
rights and not on the intention.

Trolley Problem

According to [2], Patient-centered theories justify the action based on whether
another person’s body, labor, talents are used without their consent. In the
case of the Trolley problem the vehicle is acting immorally whether it chooses
to continue into bystanders or crash itself to save them. This is because the
vehicle would be using either the passengers life or the bystanders’. Therefore
the only morally correct act is on the condition the vehicle had no passengers
and the crash would not use anyone’s body, labor, or talent.

Mundane Problem

In the example of approaching a cross-walk with limited visibility the vehicle
ought to again slow down, but with greater emphasis of achieving a balance
between not doing harm, and not wasting the user’s time.

Bias and Prejudice

Facial Recognition technologies today are not perfect, see Section 3.2.4. Ac-
cording to [5] an individuals right implies another individuals duty to protect it.
People have a right against harassment, discrimination and prejudice therefore
it is the systems duty to protect people from that. However, since the system is
inherently biased as of today the Facial Recognition technology must be acting
immorally.
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Privacy

The case of privacy is not as straight forward as the issues of Bias. In many
locations where facial recognition systems have been implemented, the people
under observation have waived their right to privacy. According to [2], an
individual has the right not to be used without their consent. Therefore in
those situations the system is acting morally. In any situation where people do
not consent to waive their right to privacy, the system is in the wrong.

4.1.3 Kant’s Categorical Imperative

As covered in section 2.1.1 the agent ought to follow Kant’s Categorical Imper-
ative (”Treat people as an end, and never a means to and end”).

Trolley Problem

Kant’s Second Formulation of the Categorical Imperative, according to [6], in
simple terms says not to use people as merely a means to an end. In the case of
a trolley problem, the second formulation would argue that whether the vehicle
chooses to kill the bystanders or the passengers it would be acting immorally.
This is because in either case the Vehicle is using someone else as an means to
an end. The First formulation would also agree, since the maxim of killing the
few to save the many is not universally applicable.

Mundane Problem

According to Kant’s categorical imperative it is clear that for example in the
example of approaching a cross-walk with limited visibility, the vehicle should
not slow down because it would use the passenger as a means to an end (wasting
their time, to protect a possible pedestrian) instead of as an end.

Bias and Prejudice

Facial recognition systems have innate biases and prejudices, written or trained
into them by their developers. According to [45], the principle of discriminating
against a specific group of people in order to ensure the safety of the whole is not
universal. However, the system itself is designed to protect people, thus treating
them as an end. The act of surveillance, as seen in Section 3.2.4, according to
[45] then becomes a moral act through the second formulation.

Privacy

Privacy in areas of surveillance, is controversial. In the case that people know-
ingly and willingly consent to their faces and information being observed and
analyzed, the act of breaching the individuals privacy would be seen as moral
and necessary. This is supported by [45], with Kant’s Second formulation. In
this formulation the agent, the surveillance system, is not treating individuals
as ”merely” a means because the individuals willingly participate.

In situations where individuals do not knowingly and willingly consent the
act of invading their privacy, according to [45], then becomes immoral because
the agent is using the individuals as a merely a means to an end.
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4.2 Consequentialist view

4.2.1 Ethical Egoism

As covered in section 2.1.2, according to ethical egoism the agent ought to take
actions which best serve their best-interest..

Trolley Problem

From a the perspective of an ethical-egoist, the driver of a trolley would choose
the course that results in the least damage to them self [8]. The ethical egoist
would say that the agent, the automated vehicle, should protect itself and its
interests. Therefore, the any act that protects the vehicle and its passengers
(who would be considered to be the interest of the vehicle) is considered moral.

Mundane Problem

In the example of approaching a cross walk with limited visibility the vehicle
ought to do what has the greatest benefit to it. Whether the vehicle chooses to
slow down not to be responsible of killing, to not slow down not to be responsible
of wasting the passengers’ time, or a to take a compromise is unclear because
we do not know which one gives the greatest benefit to the vehicle.

Bias and Prejudice

According to Rachels in [8], the ethical egoist serves their best interest. In
the case of Facial recognition biases and prejudices would be against the best
interest of the agent. This is because minimization of bias and prejudice would
lead to better performance from the system. Thus, prejudice and bias in facial
recognition systems today are not in the best interest of the system, showing
this act to be immoral.

Privacy

As with the section above, the best interest of the program must be taken
into consideration. The consequences of breaching an individuals privacy is a
better functioning surveillance system. According to Macnish in [40] it is in the
Systems best interest to function at its highest potential. Therefore the act of
breaching an individuals privacy is morally correct.

4.2.2 Ethical Altruism

As covered in section 2.1.2 according to ethical altruism the agent ought to take
actions which benefit everyone else the most, while ignoring themselves.

Trolley Problem

In the case of the trolley problem, if there are more pedestrians in danger of
death than there are passengers in the vehicle, the vehicle ought to be pro-
grammed to crash into the wall killing the passengers and saving the pedestri-
ans. According to Fieser in [1], the agent should behave in a way that benefits
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society over oneself. Therefore the vehicle ought to be programmed to save as
many lives as possible, with no weight placed on the vehicle itself.

Mundane Problem

In the example of approaching a cross walk the vehicle ought to do what has
the greatest benefit to everyone else excluding itself. Whether this is stopping
or slowing down is unclear.

Bias and Prejudice

In the case of the surveillance systems today the system is full of small biases.
However, the technology, according to [1], should benefit everyone but the agent.
Therefore ethical altruism cannot say have a true opinion on this topic because
the information on whether this hurts more than it helps is not available. As on
one hand the fact people are being discriminated against by a system needs to
be considered, on the other hand, their safety also needs to be considered, and
in this case they are at odds with one another.

Privacy

Privacy issues unlike bias issues, can be judged by ethical egoism. Since the con-
sequences to the agent are not taken into consideration; The act of invading the
privacy of all individuals has to be weighed against the benefits. According to
Msafiri in [38], the benefits of facial recognition to the people under surveillance
are plentiful. Therefore act of invading privacy becomes moral when weighed
against the many benefits.

4.2.3 Utilitarianism

As covered in section 2.1.2 according to utilitarianism the agent ought to take
action which benefit everyone the most including themselves.

Trolley Problem

In the Trolley problem through the utilitarian perspective the correct course of
action is always to protect the lives of the most people possible. However, unlike
the altruistic perspective the vehicle may take itself into consideration for the
decision [9]. Therefore if the passengers and bystanders were of equal number
the car could be permitted to save the life of its passengers.

Mundane Problem

In the example of approaching a cross walk with limited visibility the vehicle
ought to do what has the greatest benefit to everybody including itself. It is
not clear whether that is to slow down or not.

Bias and Prejudice

With biases in surveillance systems, the utilitarian perspective argues the action
with the most beneficial consequences for all is the correct one. In this case
then the benefits of potential lives being saved outweighs the potential cases

30



of flagging false- positives. Thus the act of having prejudices in the system is
permitted morally [9].

Privacy

The issue of privacy like that of Bias and prejudice considers the benefits and
consequences. The act of invading every one’s privacy to protect them is also
morally permitted by the theory of utilitarianism.

4.2.4 Applied Normative Principles

In this section we are analyzing the case studies as a whole, using the normative
principles of Deontological and Consequentialist theories.

Personal Benefit

As we saw in 3.1.2, Automated Vehicles will provide countless benefits for the
individual consumer as well as to the private companies that develop and build
them. Therefore we can say that Automated vehicles today, follow the principle
of Personal benefit.

In facial recognition technology, the agent will benefit if they are in the orga-
nization or group the surveillance is protecting. In most cases this is true and
therefore the technology follows the principle of Personal Benefit as well.

Social Benefit

Much like the personal benefits of Automated vehicles the social benefits of more
efficient traffic systems and lifesaving potential are plentiful. It is then easy to
say that Automated vehicles follow the principle of Social Benefit.

With Facial Recognition Technology then the Social benefits include security,
safety, and order. As seen in most of the Consequentialist theories the tech-
nology is generally considered to be very beneficial. Therefore we can say that
Facial Recognition Technology also follows the principle of Social Benefit

Benevolence

Automated vehicles have been designed with the intent to save lives and provide
better traffic efficiency to consumers. When we consider the developers of the
technology as a the agent we see that the technology is following this principle.

In Facial Recognition, the designers and developers of the technology also have
the intention to protect lives and benefit individuals. When considering them
the agent we can say the implementation and development of the technology to
be benevolent.
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Harm

Automated vehicles are built to be as safe as possible. However, as shown in
Section 3.1.3, the vehicles are bound to run into scenarios such as the Trolley
Problem however rare they may be [28]. In these situations there will always
be a casualty or injury. When harm will inevitably befall individuals involved
then we cannot say that Automated vehicles can be implemented in a way that
does no harm

It is similarly hard for facial recognition to do no harm. In this case the
facial recognition’s bias and prejudice, in surveillance, will inevitably flag an
innocent person. However rare, false-positives from systems in use can harm
individuals being observed [9]. Therefore we cannot say that Facial recognition
can be implemented while following the Principle of do no harm.

Autonomy

Autonomous vehicles similarly to regular vehicles do not remove a persons au-
tonomy in most cases. In situations like the trolley problem, however, the act of
allowing the vehicle to make the choice removes the persons control over their
body. In mundane situations as well, any approach to common traffic responses
that are not controlled by the passenger remove a persons Autonomy.

Facial recognition similarly hinders autonomy. In the case of the Chinese So-
cial Credit system [38], citizens under surveillance will increasingly see benefits
for specific actions and not for others. This predetermined choice of good and
bad behavior, removes the individuals autonomy to make decisions and act in
accordance to their own values. Therefore the technology does not follow the
principle of autonomy

4.3 Precautionary Principle

The Precautionary principle, refers to the idea that a technology should be
proven to be safe before it is implemented in society [46]. In both cases of
Facial Recognition and Automated Vehicles the technology as of today is not
proven to be safe. There are many interpretations of the Precautionary Principle
and according to most the development of the technology is not categorically
forbidden.

32



Chapter 5

Discussion & Conclusion

5.1 Discussion

5.1.1 Explanation of assumptions

In the Analysis section we show the assumptions that were made and this section
will explain in more detail why these were made. The first of these assumptions
is that the agent is the system that is using this neural network. According to
[6] to be a person one does not have to be a human and an ”artificial intelligence
computer systems could count as a person”. This is done because we want to
analyze the system that is using this neural network and not how someone is
using the system. By viewing the actions and consequences of the system alone
we can get a more accurate idea of the ethical theories views on the system
alone. An example of this is for facial recognition in the analysis where we view
the actions of the system to chose someone but not view what will happen to
that person by police after they are chosen.

The second assumption that we make is that all of the theories carry the
same weight. This is done so that we can create a better comparison of how the
different theories view these issues and where they differ from each others views.
If we were to weigh different theories by different amounts it could create an
environment where some theories are viewed as less than others creating some
bias in the analysis and comparison of these theories.

The applied ethical principles that were described in Section 2.1.3 supersede
the ethical theories (Deontological and Consequentialist) because they were de-
rived from them. The first two of these are derived from Consequentialist the-
ories, these are personal and social benefits. The remaining four are derived
from Deontological theories, these are benevolence, harm, autonomy and pre-
cautionary. By having broad ethical principles from both theories of normative
ethics we can created an analysis of the issues that will be representative of
more ethical theories. This will create a better representation of a real world
view of this technology and the ethical issues that are involved.
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By using these assumptions it creates some restrictions and limitations to our
analysis of the theories and their views on the issues with the technology. These
are that when we assume the agent is the system we ignore the potential misuse
of the technology. We explain above why we make this assumption as we want
to focus on the system used when in proper ways as technology can be used
for unethical purposes even if this was not the intended purpose. An example
is self driving cars do not have as much room for misuse as facial recognition
systems have. Another limitation is that there are hundreds of applied ethical
principles and we have had to chose a small enough number of them that we
can give a proper analysis, but also have a wide enough range of principles to
make it cover a large portion of ethics.

When we look at the principles of applied ethics we chose to expand the
definition of the agent to include the developers. This was done because we were
discussing the intent of the agent and by adding the developers to the agent we
were able to talk about the reasoning behind the creation and development of
the technology. If we look at self driving cars we can see that they will save a
lot of lives because of how many lives are lost to human error and this is one of
the main motivations for the technology.

When it goes with the cases of automated vehicles, we have chosen a simple
case for each problem. This was done for simplicity because covering all the
possible cases would be beyond the scope of this project. As such we assume
that the conclusions we can draw from the cases apply to the entire problem to
some extent.

5.1.2 Ethics and Technology

Technology exists all around us, it is beneficial to most but almost always has
unintended consequences. For example, in the case of Facial Recognition, ac-
cording to Macnish in [40], biases will always be programmed into systems be-
cause they are written by a person with their own personal values. These biases
produce unintended results such as false-positives. When developers produce
these types of technology their aim is to produce something beneficial. The
main theories of Normative ethics differ, sometimes drastically in their opinions
[2, 5, 3]. Where these schools of ethics agree is where more concrete statements
can be made about a technology. For example, in every theory considered in the
Sections 4.1 and 4.2, said that in the case of privacy: when individuals willingly
participate the act of breaching privacy was moral in every theory. Considering
the ethical views then helps justify further development and implementation of
the technology in cases where the ethics agree.

5.1.3 Current state of the technology and the future of it

In 1943 neural networks were first modeled but widespread use of the technology
is fairly new so problems have arose from this as seen in the Analysis section [47].
These problems come from different factors such as the technology not being
fully developed, the widening uses of this technology and the regulation of it.
Since this is a new technology there are issues such as incorrect object detection
which can be dangerous [48]. Other issues have come up since the usefulness of
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this technology is very apparent in today’s world. To compound thishe amount
of different use cases has risen which causes function creep issues. This is where
the technology performs worse as it is used in situations it was not trained for,
such as facial recognition systems being used on populations not well represented
in the training data. Another issue is the regulation of this technology in regards
to when it can be used, this is because neural networks require large amounts
of data and usually regulation lags behind new technologies widespread use.

All of the issues that were just talked about are problems that can likely be
fixed in the future of this technology. With improvements to the effectiveness
of neural networks and how training data is used the error rates can be kept
very low. The use cases of these neural networks also needs to be kept relatively
small as the weak artificial intelligence we currently use does not work well
outside of its specific use case. This could possibly change if the currently
theoretical general artificial intelligence is possible to make but even without
this it is possible to have a low error rate. Lastly, as the use of this technology
gets regulated and becomes more normalized the issues with privacy will be
minimized as people will have a better understanding of what and how their
data is being used and how they can opt-in or opt-out of this.

In the future when this technology has had time to develop this will likely
change some of the ethical theories views on if it should be used or not. An
example of this is a patient-centered Deontological view on the issues of bias
and prejudice. Currently this theory views the use of facial recognition unethical
because it is wrong to use a system that discriminates, and has potential issues
with privacy. In the future when the technology has improved and this bias
has been removed or reduced to be negligible, and the regulation has caused
the technology to only be used in places were people have waved their right
to privacy this ethical theory will view the use of facial recognition as ethical.
Another example is how Ethical Egoism looks at facial recognition. With the
current technology this theory can not agree on how it sees the system as a
whole since it disagrees on the issues. When this looks at bias and prejudice it
this makes it unethical because of how the system works with the current bias.
On the other side this theory currently views privacy as it is not an issue and is
currently ethical to use. As seen the advancement of this technology can have
a large effect on the ethical views of it and has a large positive change in the
views as well.
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5.2 Conclusion

Problematic cases in the use of Neural Networks span a myriad of technologies,
only two of which were analyzed in this report. Facial Recognition software
installed in surveillance systems, as described by Kshetri in [39] and Macnish
in [40], come with the issues of Privacy and Bias. Meanwhile, Autonomous
vehicles come with problematic trolley cases as well as more common mundane
situations [28, 30].

Through ethical analysis of these two technologies we found the schools of
normative ethics when applied alone, as in sections 4.2 and 4.1. have many a
multitude of opposing opinions. Trolley problem cases, for example, are han-
dled differently under Deontologcial Ethics than Consequetialist Ethics when
one considers the Agent to be the Technology using the Neural Network. When
the role of the agent is the user or developer of the technology, we can see that
the two technologies follow the the principles of Personal Benefit, Social Bene-
fit, and Benevolence. However, as shown in section 4.2.4, these technologies do
not follow the Principles of Autonomy, and to do no harm. These violations of
applied normative principles occur because of human errors as well as technical
limitations as described in sections 3.1.3 and 3.2.4. Because of the general dis-
agreement from the two normative theories, the precautionary principle would
advise against implementation of the technology. It is our belief that as this
technology develops these technical limitations may be overcome, potentially to
the point of making human error redundant. Therefore, because of the theories
of Consequentialism and Deontologys’ general disagreement about the morality
of specific situations as well as the opinions of the applied normative principles
leads us to conclude that Neural Networks, while currently implemented and
used all over the world, should be limited in use until further developments con-
solidate ethical principals or decide on fixed rules and understandings for this
technology.
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