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Concurrent or Retrospective Thinking Aloud in Usability
Tests: A Meta-Analytic Review

MORTEN HERTZUM, Roskilde University, Roskilde, Denmark

In usability tests, the users are commonly asked to think aloud to let the evaluator listen in on their thoughts.
Two variants of this procedure involve that the users either think aloud while using the tested product
(concurrent thinking aloud, CTA) or after using it (retrospective thinking aloud, RTA). This study reviews the
studies that compare CTA and RTA to investigate what is gained and lost by using one or the other variant in
a usability test. A total of 29 studies, reporting from 42 comparisons of CTA and RTA, matched the inclusion
criteria and were included in the meta-analyses. The main differences are that for CTA task time is longer, but
total time shorter, whereas for RTA the users verbalize more explanations, problem formulations, and design
recommendations. In addition, CTA users probably experience the evaluator’s presence as less disturbing than
RTA users do.

CCS Concepts: • Human-centered computing→ Human computer interaction (HCI); HCI design and
evaluation methods; Usability testing;

Additional Key Words and Phrases: Thinking aloud, concurrent thinking aloud, retrospective thinking aloud,
usability test, usability, user experience
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1 Introduction
To work systematically with usability, designers must be able to examine whether a proposed
design is usable or will cause problems for its users. A widely used method for identifying usability
problems is the usability test. In a usability test, the users are commonly asked to think aloud in
order for the evaluator to be able to listen in on their thoughts as well as observe their behavior
[19, 37]. The users may be asked to think aloud while using the tested product or after using it, that
is, either concurrently or retrospectively. These two variants of thinking aloud represent different
tradeoffs in the planning of a usability test. Many studies have investigated these tradeoffs for
either one or the other variant. Fewer studies have compared the two variants. The present study
reviews these comparisons to investigate what is gained and lost by using concurrent thinking
aloud (CTA) or retrospective thinking aloud (RTA) in a usability test.

While thinking aloud is informative for the evaluator, it is extra work for the users. It has been a
topic of considerable debate under what conditions this extra work provides an accurate account of
the users’ thought process without altering their behavior and performance [e.g., 7, 24, 29]. In CTA,
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the extra work is performed along with the use of the tested product. The concurrency provides
good conditions for the users to account for their thought process. However, this account may alter
their behavior and performance, thereby jeopardizing the usability test. In RTA, the users first use
the tested product without thinking out loud and only then provide an account of their thought
process. That is, the extra work of thinking aloud cannot alter their behavior and performance.
However, the users may not recall their thought process fully, thereby providing less informative
and less accurate information about it. Surveys of usability practitioners show that they use CTA
much more than RTA [26, 51]. A practical argument raised against RTA is that it takes too long [51].

This review provides a meta-analysis of the studies that compare CTA and RTA. Meta-analyses
use statistical techniques to combine the results from existing studies into a quantitative estimate
of the overall effect of a variable. A meta-analysis is considered appropriate because the individual
studies comparing CTA and RTA often produce results that conflict with those from some of the
other studies. Thus, a systematic approach is needed to determine the accumulated results. The
present review covers the results that have been accumulated about the following aspects of using
CTA or RTA in a usability test:

—Task performance, that is, task success, task time, and total time. The issue in this part of the
review is test reactivity—do CTA and RTA differentially affect how the users perform the test
tasks?

—Usability problems, that is, the number of problems, detection rate, problem severity, problem
types, and the source of information about the problems. The issue in this part of the review
is test effectiveness—are CTA and RTA equally effective at identifying usability problems?

—User verbalizations, that is, the number and content of the verbalizations. This part of the
review is about the data obtained with CTA and RTA—do the users talk to the same extent
about the same kinds of subjects?

—User experience, that is, the users’ experience of thinking aloud, their working procedure, and
the evaluator’s presence. This part of the review is about the acceptability of the test format
to the users—how do they experience taking part in a CTA or RTA session?

The next section provides background about CTA and RTA and presents a taxonomy of thinking-
aloud variants. The variants make thinking aloud applicable under different conditions and differ
in how they balance validity against value to usability testing. Section 3 accounts for the review
method. It describes the inclusion criteria, article-selection process, and data analysis. Section 4 is
the review. It provides the results of the meta-analysis and covers the four aspects listed above.
Section 5 starts with a summary of the review results and then discusses how they relate to the
maxims of making usability tests valid, robust, complete, low-cost, and impactful. The review ends
with a discussion of its implications and limitations.

2 Background
Thinking aloud has been part of usability testing since the early 1980s [47] but dates back much
further in psychology [69]. To understand thinking aloud, Ericsson and Simon [24] introduced
a distinction among three types of verbalization: the verbalization of information that is already
in a person’s present focus of attention in verbal form (Level 1), the verbalization of information
that is already in the person’s present focus of attention but in nonverbal form (Level 2), and
the verbalization of information that is not in the person’s present focus of attention (Level 3).
According to Ericsson and Simon [24], Level 1 verbalization does not introduce additional mental
processing and can, thus, be made without altering the thought process that goes into performing a
task. Similarly, Level 2 verbalization merely involves recoding the information into verbal form.This
recoding involves mental processing but does not bring new information into the person’s focus of
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attention. Thus, it does not alter the thought process. In contrast, Level 3 verbalization introduces
mental processing that brings new information into the person’s present focus of attention. The
new information may for example be explanations, generalizations, assumptions, reasons, and
summaries. Attending to this additional information is an alteration of the user’s thought process
compared to performing the same task without thinking aloud. The altered thought process may, in
turn, alter the user’s behavior and performance. On this basis, Ericsson and Simon [24] contend that
Level 3 verbalization should be avoided and thinking aloud restricted to verbalizations at Levels 1
and 2.

In usability testing, this contention has been debated for at least three reasons. First, it has proven
difficult to instruct and train users to restrict their verbalizations to Levels 1 and 2 (aka classic
thinking aloud). Several studies that aim for classic thinking aloud report that users also verbalize
explanations, user experiences, and redesign proposals [38]. Such verbalizations are at Level 3 and,
thus, extend the thinking aloud to Levels 1 to 3 (aka relaxed thinking aloud). Willis and McDonald
[70] suggest that relaxed thinking aloud is difficult to avoid in usability tests because the users are
aware that the aim of the test is to assess the product; they may therefore deem their reflections
important even when they are not directly solicited. That is, the users may approach the test tasks
in a more self-reflective manner than if they were performing the tasks outside of a usability test.
These self-reflections may be verbalized on the users’ own initiative or in response to prompts from
the evaluator. In both cases, they constitute Level 3 verbalization because they bring additional
information into the user’s focus of attention compared to the information involved in performing
the tasks in non-test situations.

Second, some studies question whether classic thinking aloud leaves behavior and performance
unaltered. These studies for example find that classic thinking aloud impairs users’ performance on
spatial tasks [31], influences their perception of time [40], and alters their breaking and acceleration
behavior during driving tasks [64]. That said, most studies find that classic thinking aloud does
not alter performance, except by prolonging it [24, 29]. In contrast, many studies document that
relaxed thinking aloud alters behavior and performance [e.g., 1, 39, 57].

Third, relaxed thinking aloud allows for relevant and informative verbalizations that are excluded
from classic thinking aloud. To complement the users’ observable behavior, usability evaluators are
interested in why the users behave the way they do. To understand the user experience, evaluators
also need information about the users’ affective response to the product. Thus, many usability
evaluators explicitly ask the users to verbalize reasons, reflections, and experiences, using prompts
such as “John, could you tell us why you pressed the enter key?” [19], “Did you notice this column?”
[54], and “Do you think this was easy or difficult to find?” [41].These prompts directly solicit relaxed
thinking aloud and stand in clear contrast to the neutral “keep talking” prompt recommended to
elicit classic thinking aloud.

The risk that thinking aloud alters behavior and performance is specific to CTA. If the users
instead think aloud after performing a task, then their behavior and performance are shielded
from their verbalizations. By having users think aloud retrospectively, it becomes possible to
get the additional content offered by relaxed thinking aloud without jeopardizing behavior and
performance. However, relaxed thinking aloud will still alter RTA users’ thought process because it
is extended with reflections that were not in the users’ focus of attention when they performed the
task. For classic thinking aloud, studies have investigated the accuracy of the users’ verbalizations
by comparing them with an independent record of their thought process, typically obtained by eye-
tracking the users while they solve the tasks.These studies find a goodmatch between verbalizations
and fixation sequences during both CTA [e.g., 16, 23] and RTA [e.g., 32]. For example, Guan et al.
[32] found an 88% overlap between the screen elements referenced in the users’ verbalizations and
the screen elements on which the users fixated. The remaining verbalizations were misstatements
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Thinking aloud

Retrospective 
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thinking aloud
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Classic

Relaxed

Classic

Relaxed

Classic

Relaxed

Cued recall

Delayed

Immediate

Classic

Relaxed

Classic

Relaxed

Fig. 1. Taxonomy of thinking-aloud variants, adapted from Bruun et al. [10].

(9%), in which the users’ verbalizations included screen elements in between those appearing in
their fixation sequences, and fabrications (3%), in which the users’ verbalizations included screen
elements not in their fixation sequences. Relatedly, McDonald et al. [52] found just 2.4% inaccuracies
(e.g., instances of forgetting) in the verbalizations from RTA compared to those in CTA.

Figure 1 provides a taxonomy of the main variants of thinking aloud. The present study will use
this taxonomy to classify how thinking aloud is approached in the reviewed articles. For both CTA
and RTA, thinking aloud can be either classic or relaxed. The choice between these two variants is
largely about whether the main goal is to avoid altering the thought process or obtain additional
information about it [69]. For RTA, the temporal separation between task performance and thinking
aloud introduces additional variants.

First, the users can perform RTA by recalling their thought process without support from external
cues or with such cues. The most common cue is to show the users a video recording of their task
performance, possibly overlaid with a recording of their eye movements. Olsen et al. [58] report
more verbalization and the identification of more usability problems with video cues and with
gaze cues than without cues. It has also been reported that video cues make the prospect of RTA
less daunting: “I wasn’t daunted because you have the replay; without that it would have been
a different prospect” [70]. Comparing video cues with gaze cues, Elbabour et al. [21] report that
gaze cues help users recall details in their behavior and help evaluators identify more usability
problems, especially minor navigation and comprehension problems. In contrast Elling et al. [22]
found no difference between video cues and gaze cues on the number and types of problems
identified.

Second, the users can perform RTA immediately after task performance or with some delay
between task performance and thinking aloud. To avoid memory decay, the users normally think
aloud immediately after task performance [e.g., 21, 32, 36]. However, Ohnemus and Biers [55]
compared thinking aloud immediately after task performance with thinking aloud 24 hours after
task performance and found no difference in the time users spent verbalizing and no difference in
the value of the verbalizations to designers. Willis andMcDonald [70] compared thinking aloud after
each task with thinking aloud at the end of the session, that is, after all tasks had been performed.
When the users thought aloud after each task, they performed tasks slower, made more errors, and
verbalized more explanations and expectations.
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References retrieved from Google Scholar (2703), 
Scopus (458), ACM Digital Library (83), Sage Pub 
(48), and Web of Science (14):

3306
Exclusions:
559 duplicates
2540 title exclusions
170 abstract exclusionsRetained after title and abstract screening:

37

References to these 37 papers:
2076 Exclusions:

482 duplicates
1437 title exclusions
117 abstract exclusionsRetained after title and abstract screening:

40

Exclusions:
30 duplicates
18 full-text exclusions

Papers that met inclusion criteria:
29

Retained after search (37) and chaining (40):
77

Fig. 2. Article-selection process.

3 Method
The 29 articles included in this review were selected and analyzed through a process that involved
formulating inclusion criteria, inspecting a total of 5,382 articles for inclusion or exclusion, and
analyzing the contents of the included articles.

3.1 Inclusion Criteria
The selection of articles for inclusion in the review was governed by five criteria, formulated prior
to the selection process. To be included, an article had to meet all five criteria. First, articles had to
compare CTA and RTA with each other. Second, articles had to report on empirical studies. Third,
articles had to study thinking aloud in the context of usability testing. Fourth, articles had to be
peer-reviewed research published in journals, at conferences, or as book chapters. Fifth, articles
had to be in English.

3.2 Selection Procedure
The process of selecting the articles for inclusion in this review involved multiple steps, see Figure
2. First, five databases were searched for articles containing the terms “concurrent,” “retrospective,”
“thinking aloud” (or “think aloud”), and “usability test” (or “usability testing” or “thinking-aloud
test,” or “think-aloud test” or “usability study” or “thinking-aloud study,” or “think-aloud study”
or “usability evaluation”) anywhere in the article. The five databases were ACM Digital Library,
Google Scholar, Sage Pub, Scopus, and Web of Science. They were searched on April 25, 2023.
These databases were chosen for their coverage and because they were known to include at
least some studies on usability testing. Second, duplicates were removed from the set of 3,306
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articles that matched the queries, and then the unique articles were screened. The articles were
screened by matching their title against the inclusion criteria and, if they passed this screening,
by matching their abstract against the inclusion criteria. After the two screenings, 37 articles
remained. Third, all articles that referenced these 37 articles were screened for inclusion. This
step, formally known as forward chaining, was performed to capture articles that employed a
terminology different from the query in the first step and to strengthen the inclusion of recently
published papers. There were 2,076 references to the 37 articles, according to the ‘cited by’ feature
in Google Scholar on May 3, 2023. After duplicate removal, title screening, and abstract screening,
40 of these 2,076 articles remained. Fourth, the 37 articles from the second step (database search)
and the 40 articles from the third step (forward chaining) were added together. Because 30 articles
were in both sets, the combined set contained 47 articles. Fifth, the full text of these 47 articles was
looked up. All of them could be obtained. Sixth, the full text of the articles was matched against
the inclusion criteria. After this final matching, 29 articles remained. They were included in the
meta-analysis.

3.3 Data Analysis
The analysis of the 29 included articles proceeded in four steps. First, several articles reported
results for more than one comparison between CTA and RTA. Some contained parallel comparisons
of multiple systems, others tested the same system with different user groups, and still others
compared CTA with multiple variants of RTA. These studies were split into one case for each
comparison of CTA and RTA. In total, the 29 articles contained 42 cases.

Second, general information about each case was extracted from the articles. This information
included the kind of system that was tested, the number of users in the test, and the classification
of the compared CTA and RTA variants according to the taxonomy in Figure 1. In some cases
[3, 20, 30, 43, 44, 55, 56, 72], the methodological description of CTA or RTA left it unclear whether
the users were instructed to do classic or relaxed thinking aloud. To err on the side of caution,
these cases were classified as relaxed thinking aloud. For example, the thinking aloud in the RTA
part of the study by Hyrskykari et al. [43] was classified as relaxed because their methodological
description merely stated that the RTA users were “asked to think aloud or comment what they
were thinking about during the test.”

Third, data for the individual parts of the meta-analysis were extracted from the articles. To
safeguard against errors, this was done in multiple rounds, each restricted to one part of the meta-
analysis. In the first round, the articles were inspected for data about task performance. During
this first round, the authors of two articles were contacted to confirm details about their study. In
subsequent rounds, data were extracted for the other parts of the meta-analysis. The extraction
process involved copying data that were directly available and, in some cases, calculating needed
data from the data available. For example, data about the number of verbalizations in different
content categories were converted to percentages. In addition, the direction of the user-experience
ratings from several studies was reversed to obtain a consistent direction across all available ratings.

Fourth, the extracted data were analyzed statistically. The statistical analyses followed standard
meta-analytic procedures [49, 63] and were made with SPSS version 28.0.1.0. They involved de-
termining the effect size of each study and estimating the overall effect size. For dichotomous
variables, the effect size of each study was measured by the logarithm of the risk ratio. For example,
the effect size for task success was measured by log(RTA success rate/CTA success rate). Such
effect sizes are symmetric around zero, which represents equal performance with CTA and RTA.
For continuous variables such as task time and user experience, the effect size of each study was
measured by the standardized mean difference. The standardized mean difference was calculated
as Hedges’ g, that is, as the difference between the RTA and CTA means divided by the pooled
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standard deviation. These effect sizes are also symmetric around zero. For both dichotomous and
continuous variables, the overall effect size was estimated by weighing each study with its inverse
variance weight. This way, studies with lower variance (i.e., with more precise results) received
higher weight. In addition, the estimation of the overall effect size involved the Hedges adjustment
to compensate for small sample size and the Knapp-Hartung adjustment of the standard error.

4 Results
The 29 reviewed studies are listed in the appendix. They were conducted in Europe [2–4, 6, 18, 20,
33–36, 43, 44, 46, 52, 60–62, 65, 66], North America [9, 11, 27, 30, 55, 56, 59], and Asia [13, 45, 72]
during the 1990s [9, 55, 59], 2000s [11, 18, 20, 33–36, 43, 44, 46], 2010s [2–4, 6, 30, 45, 52, 56, 60, 61,
65, 66, 72], and 2020–2023 [13, 27, 62]. The evaluated systems were websites [2–4, 20, 33–36, 43, 52,
56, 60, 65, 66], games [13, 18, 27, 46, 62], office applications [9, 11, 30, 72], healthcare systems [6, 44,
61], and other systems [45, 55, 59].

4.1 Task Performance
The users in the reviewed studies performed specified tasks with the tested systems. Ideally, the
users’ task performance should be unaffected by the usability test, but their task performance may,
inadvertently, be affected by CTA and RTA. In addition to task success and task time, the total time
for CTA and RTA sessions was compared.

4.1.1 Task Success Rate. The users’ task success rate (i.e., the percentage of correctly solved
tasks) was reported for CTA and RTA in 16 cases, see Figure 3. Success rates varied between 32%
and 92% (CTA) and between 34% and 100% (RTA), thereby indicating large cross-study differences
in task difficulty or system usability. The studies that involved classic thinking aloud during both
CTA and RTA tended to have smaller effect sizes (i.e., less difference in success rate between CTA
and RTA) than the studies that involved relaxed thinking aloud during both CTA and RTA. For all
but one study, the 95% confidence intervals included 0, thereby indicating a significant difference
in task success rate for this one study only. In this study, users achieved a 100% success rate during
video-cued RTA compared to a 42% success rate during CTA [20]. The overall effect size across the
studies in Figure 3 was 0.04 with a 95% confidence interval of [−0.06, 0.14]. The 95% confidence
interval included zero and, thereby, indicated that the task success rate did not differ significantly
between CTA and RTA at a p-level of.05. In addition to the studies in Figure 3, Ohnemus and Biers
[55] also found no significant difference in task success rate between CTA and RTA (their study
could not be included in the above analysis because they did not report the success rates).

4.1.2 Task Time. The task time (i.e., the time the users spent performing the test tasks) was
reported in nine cases, see Figure 4. For RTA, task time included the time spent performing the
tasks but excluded the time spent retrospectively thinking aloud. For CTA, task time was the time
spent performing the tasks while thinking aloud. The task times varied across studies as a result
of differences in the number and extent of the tasks. In two studies, task time was significantly
longer during CTA than RTA [34, 61]. The other studies tended toward a difference in the same
direction but did not reach significance. On this basis, the overall effect size across the nine studies
was −0.43 with a 95% confidence interval of [−0.64, −0.21]. That is, CTA significantly prolonged
tasks compared to performing them without verbalizing the thought process. The difference in task
time between CTA and RTA was 43% of the standard deviation.

4.1.3 Total Time. The total time (i.e., the time the users spent performing the tasks and thinking
aloud) was reported in six cases, see Figure 5. For RTA, total time was the time spent performing
the tasks plus the time spent retrospectively thinking aloud. For CTA, total time equaled task time.
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sseccuSydutS  rate (%) Effect size a Forest plot b

CTA RTA

Group: classic CTA, classic RTA 

Alhadreti and Mayhew [2] – CTA 
vs RTA without first doing CTA

70 64 -0.10
[-0.26, 0.07]

Alhadreti and Mayhew [2] – CTA 
vs RTA after first doing CTA

70 68 -0.03
[-0.19, 0.13]

Alshammari et al. [4] 92 96 0.04
[-0.04, 0.11]

van den Haak et al. [33] 37 47 0.24
[-0.04, 0.52]

van den Haak et al. [34] 32 34 0.06
[-0.33, 0.46]

van den Haak et al. [35] 83 81 -0.03
[-0.11, 0.05]

van den Haak et al. [36] 67 70 0.04
[-0.09, 0.17]

Prokop et al. [62] 67 72 0.08
[-0.23, 0.39]

Group: relaxed CTA, relaxed RTA

AlRoobaea et al. [3] – BBC 
website

46 58 0.22
[-0.08, 0.52]

AlRoobaea et al. [3] – Skool 
website

56 66 0.16
[-0.08, 0.41]

AlRoobaea et al. [3] – Academic 
Earth website

59 68 0.14
[-0.10, 0.38]

Eger et al. [20] – CTA vs gaze-
cued RTA

42 60 0.34
[-0.49, 1.16]

Eger et al. [20] – CTA vs screen-
cued RTA

42 100 0.82
[0.18, 1.47]

Olmsted-Hawala and Bergstrom 
[56] – young adults

75 62 -0.19
[-0.40, 0.03]

Olmsted-Hawala and Bergstrom 
[56] – adults

65 50 -0.25
[-0.52, 0.02]

Olmsted-Hawala and Bergstrom 
[56] – old adults

44 41 -0.06
[-0.44, 0.31]

40.0llarevO
[-0.06, 0.14]

Higher for CTA Higher for RTA

Fig. 3. Task success rate, overall N = 520 users. aThe logarithm of the risk ratio and the 95% confidence interval.
bThe squares in the forest plot show the effect size of each study with the size of the squares indicating the
weight of the study in the estimate of the overall effect size. The diamond at the bottom shows the overall
effect size. The error bars show the 95% confidence interval; when it crosses zero (the vertical line), there is no
significant difference between CTA and RTA at a p-level of.05.

Total time was significantly longer for RTA than CTA in four cases. In these cases, RTA was cued
by a video recording of the task performance [13 (Case 1), 61] or by a video recording overlaid with
the user’s eye movements [43]. In the remaining cases, Ji and Rau [45] cued RTA with the chat
history of the tested chatbot. They explicitly chose this cue over a video recording to shorten the
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ksaTydutS  time (min) a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Alhadreti and Mayhew [2] – CTA 
vs RTA without first doing CTA

20.67
(4.07)

18.90
(3.76)

-0.44
[-1.06, 0.17]

Alhadreti and Mayhew [2] – CTA 
vs RTA after first doing CTA

20.67
(4.07)

19.95
(3.50)

-0.19
[-0.79, 0.42]

Alshammari et al. [4] 7.97
(1.45)

6.90
(2.65)

-0.49
[-1.19, 0.22]

van den Haak et al. [33] 21.10
(5.70)

19.60

(5.00)

-0.27
[-0.88, 0.34]

van den Haak et al. [34] 26.10
(6.90)

21.50
(6.50)

-0.67
[-1.30, -0.05]

van den Haak et al. [35] 25.10
(7.30)

22.20
(6.50)

-0.41
[-1.03, 0.20]

van den Haak et al. [36] 25.50
(6.70)

24.60
(5.30)

-0.15
[-0.75, 0.46]

Peute et al. [61] 50.16
(7.62)

41.07
(7.49)

-1.14
[-2.14, -0.14]

Group: relaxed CTA, relaxed RTA

Hyrskykari et al. [43] 13.04
(2.51)

10.67
(1.16)

-1.05
[-2.34, 0.23]

Overall -0.43
[-0.64, -0.21]

Higher for CTA Higher for RTA

Fig. 4. Task time, overall N = 270 users. aMean and, in parentheses, standard deviation, bHedges’ g and 95%
confidence interval.

time spent thinking aloud during RTA. Charoenpruksachat and Longani [13 (Case 2)] provided no
cue during RTA; the users were instead prompted with questions. The overall effect size across
all six cases was 2.09 with a 95% confidence interval of [−0.48, 4.67]. That is, total time was 2.09
standard deviations longer during RTA than during CTA, but due to the wide confidence interval
this large effect was not significant.

4.2 Usability Problems
The output from a usability test is a list of usability problems. For example, the user verbalization
“The problem was finding the login page, so I kind of went all over the place looking for the log
in page” [52] directly indicated a usability problem. In the reviewed studies, a usability test was
considered more effective if it identified more problems, especially more severe problems, than
another test. CTA and RTA were compared on several problem-related measures.

4.2.1 Number of Problems. The number of usability problems identified per user session was
reported in 14 studies, see Figure 6. In three of the seven studies that compared classic CTA with
classic RTA, significantly more problems were identified with CTA. For example, Alshammari et
al. [4] identified a mean of 16.80 usability problems per CTA user compared to 9.00 per RTA user
in their 30-user evaluation of a university website. The seven other cases involved users who did
relaxed thinking aloud during CTA and RTA. In all but one of these cases, there was no difference
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latoTydutS  time (min) a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Ji and Rau [45] 19.34
(3.24)

19.04
(3.58)

-0.09
[-0.59, 0.41]

Peute et al. [61] 50.16
(7.62)

87.12
(6.62)

4.89
[3.04, 6.75]

Group: relaxed CTA, relaxed RTA

Charoenpruksachat and Longani 
[13] – CTA vs screen-cued RTA

9.35
(3.12)

11.26
(3.37)

0.58
[0.07, 1.09]

Charoenpruksachat and Longani 
[13] – CTA vs uncued RTA

9.35
(3.12)

9.28
(2.69)

-0.02
[-0.52, 0.48]

Hyrskykari et al. [43] – CTA vs RTA 
without first doing CTA

13.04
(2.51)

31.88
(3.43)

5.45
[2.84, 8.06]

Hyrskykari et al. [43] – CTA vs RTA 
after first doing CTA

13.04
(2.51)

38.67
(10.30)

2.97
[1.22, 4.71]

90.2llarevO
[-0.48, 4.67]

Higher for CTA Higher for RTA

Fig. 5. Total time, overall N = 174 users. aMean and, in parentheses, standard deviation, bHedges’ g and 95%
confidence interval.

between CTA and RTA in the number of usability problems. As a result, the overall effect size across
all 14 studies was −0.07 with a 95% confidence interval of [−0.52, 0.37]. That is, the use of either
CTA or RTA did not cause a significant difference in the number of usability problems identified.

4.2.2 Detection Rate. While a similar number of usability problems were identified with CTA
and RTA, it could still be the case that CTA and RTA led to the identification of different problems.
To investigate this possibility, 16 studies related the problems identified with CTA, or RTA, to the
full set of problems identified with all the evaluation methods employed in the study. Figure 7
shows the resulting detection rate (i.e., the percentage of problems identified out of the full set of
different problems). The detection rates were in the 47%–85% (CTA) and 25%–85% (RTA) range.
That is, they varied substantially across studies and both CTA and RTA led to the identification
of only a subset of the problems. Five studies found a significantly higher detection rate for CTA;
three studies found a significantly higher detection rate for RTA (Figure 7). Within this mixed
picture, the studies comparing relaxed CTA with relaxed RTA tended toward a larger difference in
detection rate than those comparing classic CTA with classic RTA. The overall effect size across the
16 studies was small and not significant (Figure 7).

4.2.3 Problem Severity. In five studies [2, 3, 11, 61, 65], the authors rated the severity of the
identified problems and reported numbers comparing CTA and RTA on how many problems
they identified at each severity level. Three additional studies [34–36] provided ratings of the
relevance of fixing the identified problems, a notion closely related to problem severity. The ratings
in these eight studies were, however, based on dissimilar severity classifications and reported
quite differently, thereby precluding meta-analysis. That said, none of the studies found significant
differences between CTA and RTA for high-severity problems. Two of the studies indicated that
more low-severity problems were identified with CTA than RTA [2, 3]. For example, Alhadreti
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smelborpytilibasUydutS  a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Alhadreti and Mayhew [2] – CTA 
vs RTA without first doing CTA

9.55
(3.26)

6.35
(3.09)

-0.99
[-1.63, -0.34]

Alshammari et al. [4] 16.80
(6.00)

9.00
(3.30)

-1.57
[-2.36, -0.77]

van den Haak et al. [33] 13.90
(3.30)

13.60
(4.10)

-0.08
[-0.69, 0.53]

van den Haak et al. [34] 9.70
(2.00)

10.00
(2.50)

0.13
[-0.48, 0.74]

van den Haak et al. [35] 7.70
(3.70)

8.30
(3.80)

0.16
[-0.45, 0.77]

van den Haak et al. [36] 13.10
(3.00)

16.00
(4.70)

0.72
[0.09, 1.35]

Peute et al. [61] 26.23
(3.01)

22.79
(2.58)

-1.16
[-2.16, -0.16]

Group: relaxed CTA, relaxed RTA

Capra 08.3]11[
(2.00)

4.00
(1.70)

0.11
[-0.45, 0.66]

Charoenpruksachat and Longani 
[13] – CTA vs screen-cued RTA

6.30
(2.62)

6.00
(1.94)

-0.13
[-0.63, 0.37]

Charoenpruksachat and Longani 
[13] – CTA vs uncued RTA

6.30
(2.62)

4.33
(1.53)

-0.91
[-1.43, -0.38]

Eger et al. [20] – CTA vs gaze-
cued RTA

8.70
(4.90)

12.50
(6.80)

0.62
[-0.17, 1.41]

Eger et al. [20] – CTA vs screen-
cued RTA

8.80
(4.77)

11.30
(3.39)

0.58
[-0.21, 1.37]

Savva et al. [65] 6.56
(2.39)

9.69
(4.27)

0.86
[-0.11, 1.82]

Savva et al. [66] 5.94
(2.02)

8.50
(4.00)

0.76
[-0.20, 1.72]

Overall -0.07
[-0.52, 0.37]

Higher for CTA Higher for RTA

Fig. 6. Number of usability problems identified, overall N = 416 users. aMean and, in parentheses, standard
deviation, bHedges’ g and 95% confidence interval.

and Mayhew [2] identified a mean of 4.40 (SD = 3.74) minor usability problems per CTA user
compared to 1.80 (SD = 1.63) per RTA user in their evaluation of a library website; this difference
was statistically significant.

4.2.4 Problem Types. In addition to problem severity, several studies investigated whether CTA
and RTA differed in their sensitivity to different types of usability problems. Four problem types
recurred in three or more studies: terminology (i.e., problems related to the terms and formulations in
the user interface), layout (i.e., problems related to the structure and graphic design of the individual
page), navigation (i.e., problems related to maintaining an overview while moving across pages),
and data entry (i.e., problems related to specifying input for the system to record or process). Meta-
analyses of these four problem types showed no significant overall difference between CTA and
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noitceteDydutS  rate (%) Effect size a Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Alhadreti and Mayhew [2] – CTA vs 
RTA without first doing CTA

63 44 -0.35
[-0.66, -0.04]

Alhadreti and Mayhew [2] – CTA vs 
RTA after first doing CTA

63 69 0.10
[-0.13, 0.33]

Alshammari et al. [4] 85 38 -0.81
[-1.17, -0.45]

van den Haak et al. [33] 78 69 -0.11
[-0.31, 0.08]

van den Haak et al. [34] 54 69 0.25
[0.01, 0.49]

van den Haak et al. [35] 54 63 0.16
[-0.06, 0.37]

van den Haak et al. [36] 55 62 0.11
[-0.06, 0.29]

Peute et al. [61] 84 72 -0.15
[-0.38, 0.08]

Group: relaxed CTA, relaxed RTA

AlRoobaea et al. [3] – BBC website 81 31 -0.96
[-1.72, -0.19]

AlRoobaea et al. [3] – Skool 
website

85 31 -1.01
[-1.86, -0.16]

AlRoobaea et al. [3] – Academic 
Earth website

67 25 -0.98
[-2.04, 0.08]

Charoenpruksachat and Longani 
[13] – CTA vs screen-cued RTA

85 85 0.00
[-0.20, 0.20]

Charoenpruksachat and Longani 
[13] – CTA vs uncued RTA

85 65 -0.28
[-0.56, 0.01]

Jensen 8538]44[ -0.36
[-0.54, -0.17]

Savva et al. [65] – sigthed users 47 76 0.48
[0.18, 0.78]

Savva et al. [65] – blind users 55 76 0.31
[0.07, 0.55]

Overall -0.14
[-0.38, 0.09]

Higher for CTA Higher for RTA

Fig. 7. Detection rate, overall N = 507 users. aThe logarithm of the risk ratio and the 95% confidence interval.

RTA in the number of problems identified for any of the four types, see Table 1.This result reiterated
that the individual studies rarely found such differences. Only 3 of the 22 individual comparisons
in Table 1 revealed a significant difference between CTA and RTA. For terminology problems, the
meta-analysis showed that significantly more problems were found with CTA than RTA in the
study by van den Haak et al. [34]. It may, however, be noted that van den Haak et al. [34] themselves
reported this difference as non-significant (possibly because their Bonferroni-adjusted F -test was
more conservative than the present meta-analysis). For layout problems, Alhadreti and Mayhew [2]
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Table 1. Number of Usability Problems Divided onto Those Concerning Terminology, Layout, Navigation,
and Data Entry

Terminology Layout Navigation Data-entry
problemsa problemsa problemsa problemsa

CTA RTA CTA RTA CTA RTA CTA RTA
Group: classic CTA, classic RTA
Alhadreti and Mayhew [2]—CTA vs 3.10 1.00 4.55 3.85
vs RTA without first doing CTA (2.22) (0.85) (3.42) (3.34)
van den Haak et al. [33] 4.10 4.10 2.90 2.60 4.90 4.90

(1.50) (2.00) (1.20) (1.30) (1.20) (1.20)
van den Haak et al. [34] 3.80 2.80 1.10 1.30 4.80 5.00

(1.30) (1.50) (0.90) (1.10) (1.20) (1.50)
van den Haak et al. [35] 0.00 0.10 0.90 0.70 0.00 0.00

(0.00) (0.20) (0.80) (0.70) (0.00) (0.00)
van den Haak et al. [36] 0.00 0.00 0.00 0.20 0.00 0.00

(0.00) (0.00) (0.00) (0.60) (0.00) (0.00)
Group: relaxed CTA, relaxed RTA
Eger et al. [20]—CTA 0.50 0.50 2.80 3.20 0.10 0.10 1.40 0.40
gaze-cued RTA (0.60) (0.80) (2.80) (2.00) (0.10) (0.20) (2.30) (0.60)
Eger et al. [20]—CTA vs 0.50 0.70 1.80 4.20 0.20 0.00 0.50 0.80
screen-cued RTA (0.80) (0.80) (1.30) (2.60) (0.36) (0.00) (0.70) (1.10)
Overall effect sizeb −0.15 −0.06 −0.13 −0.01

[−0.81, 0.51] [−0.85, 0.73] [−1.38, 1.13] [−0.56, 0.55]
Overall N (users) 104 184 52 104

aMean and, in parentheses, standard deviation.
bHedges’ g and 95% confidence interval.

found significantly more problems with CTA than RTA, whereas Eger et al. [20 (CTA vs screen-cued
RTA)] found significantly fewer problems of this type with CTA than RTA.The other 19 comparisons
showed no type-specific difference in the number of problems identified with CTA and RTA.

4.2.5 Source of Information About Usability Problems. To investigate the contribution of thinking
aloud to the test results, five studies analyzed whether the usability problems were identified by
listening in on the users’ verbalizations, observing their behavior, or both. All five studies found that
with both CTA and RTA the users’ verbalizations led to the identification of usability problems that
were not identified by observation only, see Table 2. In addition, the users’ verbalizations during
both CTA and RTA helped emphasize or explain usability problems that were also observed. That
is, thinking aloud contributed to the usability tests by leading to the identification and improved
understanding of usability problems. In terms of differences between CTA and RTA, Alhadreti
and Mayhew [2] found that verbalization led to the identification of significantly more problems
during CTA than RTA. Conversely, van den Haak et al. [33] and van den Haak et al. [34] found that
verbalization led to the identification of significantly fewer problems during CTA than RTA and
that observation led to the identification of significantly more problems during CTA than RTA. To
explain their findings, van den Haak et al. [33, 34] proposed that the RTA users had more time to
verbalize because they did not have to perform the test tasks concurrently and that the CTA users
had more trouble with the test tasks because their workload was increased by the requirement
to think aloud during the tasks. However, meta-analyses of the five studies showed moderate but
non-significant overall effects for the three sources of evidence about usability problems (Table 2).

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 3, Article 37. Publication date: August 2024.



37:14 M. Hertzum

Table 2. Number of Usability Problems Divided onto Those Identified Through Observation, Verbalization,
and Both, Overall N = 200 Users

Observed usability Verbalized usability Observed and verbalized
Study problemsa problemsa usability problemsa

CTA RTA CTA RTA CTA RTA
Group: classic CTA, classic RTA
Alhadreti and Mayhew [2]—CTA vs 1.35 1.30 2.65 1.00 5.55 4.05
RTA without first doing CTA (0.74) (0.47) (1.75) (1.25) (1.63) (1.98)
van den Haak et al. [33] 6.70 4.00 0.50 4.50 6.70 5.10

(2.20) (2.00) (0.70) (3.40) (4.00) (2.20)
van den Haak et al. [34] 5.50 3.10 1.70 3.40 2.50 3.40

(2.50) (1.70) (2.10) (2.30) (1.60) (1.60)
van den Haak et al. [35] 1.80 2.80 2.00 3.40 3.90 2.10

(1.90) (2.80) (2.10) (2.50) (3.00) (1.50)
van den Haak et al. [36] 6.30 7.20 1.90 2.50 4.90 6.60

(3.70) (4.30) (1.80) (1.90) (3.40) (4.60)
Overall effect sizeb −0.35 0.44 −0.21

[−1.30, 0.60] [−0.76, 1.63] [−1.02, 0.59]
aMean and, in parentheses, standard deviation.
bHedges’ g and 95% confidence interval.

Table 3. Total Number of Verbalizations Made By Users

Study Verbalizationsa Statistical test

CTA RTA
Group: classic CTA, classic RTA
Bowers and Snyder [9] - - Significantly more with CTA
Ji and Rau [45] 22.13 (12.07) 19.27 (11.63) No significant difference
McDonald et al. [52] 156.40 (39.77) 31.20 (15.17) Significantly more with CTA
Group: relaxed CTA, relaxed RTA
Hyrskykari et al. [43]—CTA vs RTA without first doing CTA 66 267 Significantly more with RTA
Hyrskykari et al. [43]—CTA vs RTA after first doing CTA 66 214 Significantly more with RTA
Ohnemus and Biers [55]—CTA vs end-of-session RTA 45.52 - Significantly more with CTA
Ohnemus and Biers [55]—CTA vs delayed RTA 45.52 - Significantly more with CTA
Yang et al. [72]—CTA vs RTA 127 370 No statistics reported
Yang et al. [72]—CTA vs RTA after first doing CTA 127 311 No statistics reported

aMean and, in parentheses, standard deviation.

4.3 User Verbalizations
The verbalizations produced by the users while thinking aloud are the primary data obtained with
CTA and RTA. Differences in the number and content of the users’ verbalizations were investigated
in several of the reviewed studies.

4.3.1 Number of Verbalizations. There were nine comparisons of the total number of verbaliza-
tions made by users during CTA and RTA. For seven of the comparisons, the numbers necessary for
a meta-analysis were not reported. Instead, Table 3 summarizes the individual studies.They reported
mixed results. In four comparisons, CTA users made significantly more verbalizations than RTA
users [9, 52, 55 (both cases)]. In two comparisons, CTA users made significantly fewer verbalizations
than RTA users [43 (both cases)]. In one comparison there was no significant difference between
CTA and RTA in the number of user verbalizations [45]. And in the two last comparisons, the
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snoitazilabreVydutS  (%) a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Fan et al. 05.42]72[
(11.20)

19.10
(10.90)

-0.46
[-1.40, 0.48]

McDonald et al. [52] 53.07
(17.20)

10.58
(12.72)

-2.69
[-3.85, -1.53]

Page and Rahimi [59] 49.10
(9.60)

16.60
(6.40)

-3.85
[-5.15, -2.54]

Overall -2.29
[-6.58, 2.00]

Higher for CTA Higher for RTA

Fig. 8. Percentage of verbalizations in the category procedural description, overall N = 30 users. aMean and,
in parentheses, standard deviation, bHedges’ g and 95% confidence interval.

reported means were higher for RTA than CTA but no statistical tests were reported [72 (both
cases)]. Across the nine comparisons, the number of verbalizations varied from five times more
during CTA [52] to four time more during RTA [43].

4.3.2 Content of Verbalizations. To analyze the users’ verbalizations further, several studies
investigated whether the content of the verbalizations differed between CTA and RTA. Different
content classifications were used but three content categories recurred in three or more studies:
procedural description (i.e., verbalizations in which the users stated what they were doing), expla-
nation and problem formulation (i.e., verbalizations in which users expressed why they did—or
did not do—something or how the system caused them difficulty), and design recommendation
(i.e., verbalizations in which the users made suggestions for improving the system). Four studies
provided data about these categories and were included in the meta-analyses, see Figures 8–10.
In addition, Bowers and Snyder [9] reported the results of statistical tests for the same categories
but did not provide the data necessary for including their study in the meta-analyses. All five
of these studies compared classic CTA with classic RTA. To make the analysis of the content of
the verbalizations independent of differences in the total number of verbalizations, the following
analyses were made on the percentage of verbalizations in each category.

Figure 8 shows the results for procedural verbalizations (e.g., “I write the name into this field”).
CTA users made a significantly higher percentage of procedural verbalizations in two of the studies
[52, 59] and in the study by Bowers and Snyder [9]. In these studies, the percentage of procedural
verbalizations was 3–5 times higher for CTA than RTA, thereby indicating that the users more
consistently stated what they were doing when they thought aloud while they were doing it. This
finding was, however, not confirmed by the last study in the meta-analysis. In that study, Fan et al.
[27] did not find a significant difference in procedural verbalizations between CTA and RTA. On
the basis of these data, the overall effect across the three studies in the meta-analysis was that the
percentage of procedural verbalizations was 2.29 standard deviations higher during CTA than RTA,
but due to the wide confidence interval this large effect was not significant (Figure 8).

Figure 9 shows the percentage of verbalizations in the category explanation and problem formu-
lation (e.g., “The order in which you wanted to do things seemed to be in a completely different
order from what you had on the screen”). This percentage was significantly higher for RTA than
CTA in two of the studies in the meta-analysis [52, 59] but largely similar in the two other studies
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snoitazilabreVydutS  (%) a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Fan et al. 06.33]72[
(16.70)

32.10
(8.90)

-0.11
[-1.03, 0.82]

Ji and Rau [45] 32.45
(10.60)

32.21
(12.93)

-0.02
[-0.52, 0.48]

McDonald et al. [52] 13.75
(4.02)

43.91
(16.92)

2.35
[1.26, 3.44]

Page and Rahimi [59] 29.00
(6.70)

50.10
(6.60)

3.06
[1.92, 4.20]

72.1llarevO
[-1.31, 3.85]

Higher for CTA Higher for RTA

Fig. 9. Percentage of verbalizations in the category explanation and problem formulation, overall N = 90
users. aMean and, in parentheses, standard deviation, bHedges’ g and 95% confidence interval.

snoitazilabreVydutS  (%) a Effect size b Forest plot
CTA RTA

Group: classic CTA, classic RTA 

Fan et al. 03.3]72[
(0.40)

5.00
(2.90)

0.78
[-0.18, 1.74]

Ji and Rau [45] 21.83
(12.01)

14.53
(12.02)

-0.60
[-1.11, -0.09]

McDonald et al. [52] 0.19
(0.43)

2.24
(2.63)

1.04
[0.15, 1.94]

Page and Rahimi [59] 0.40
(0.70)

5.80
(0.04)

10.52
[7.54, 13.49]

87.2llarevO
[-5.18, 10.75]

Higher for CTA Higher for RTA

Fig. 10. Percentage of verbalizations in the category design recommendation, overall N = 90 users. aMean
and, in parentheses, standard deviation, bHedges’ g and 95% confidence interval.

[27, 45]. In all four studies, this category of verbalizations was rather common (13.75%–50.10% of all
verbalizations), thereby contradicting that the studies described themselves as restricted to classic
thinking aloud, which should not include explanations. Overall, the percentage of verbalizations
in this category was 1.27 standard deviations higher during RTA than CTA but this overall effect
was not significant (Figure 9). Further support for the direction suggested by the overall effect
was provided by Bowers and Snyder [9], who found that RTA users verbalized significantly more
explanations than CTA users.

Figure 10 shows the results for design recommendations (e.g., “I think it would be easier if
they gave you a lot of drop-down lists”). The percentage of verbalizations that included design
recommendations was 2.78 standard deviations higher during RTA than CTA, but due to a wide
confidence interval this overall effect was not significant (Figure 10). The wide confidence interval
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was caused by mixed results: One study found no significant difference [27], another study found a
significantly higher percentage of design recommendations during CTA [45], and two studies found
a significantly higher percentage of design recommendations during RTA [52, 59]. In addition, the
percentage of verbalizations in this category also differed substantially from one study to another,
for example from 0.19% [52] to 21.83% [45] for CTA. The study by Bowers and Snyder [9] supported
the direction suggested by the overall effect; they found that RTA users made significantly more
design recommendations than CTA users.

4.4 User Experience
The users may experience CTA and RTA differently, irrespective of whether it affects the output
from the usability test. The reviewed studies compared CTA and RTA with respect to the users’
experience of thinking aloud, their experience of their working procedure, and their experience of
the evaluator’s presence.

4.4.1 Experience of Thinking Aloud. Theusers in several studies rated their experience of thinking
aloud. Four scales recurred in three or more studies, see Table 4. For both CTA and RTA, the users
tended toward experiencing thinking aloud more positively than negatively, that is, the means in
most of the individual studies were on the half of the scale indicating that thinking aloud was easy,
natural, not tiring, and pleasant to a larger extent than difficult, unnatural, tiring, and unpleasant.
None of the individual studies found a significant difference between CTA and RTA regarding
the users’ experience of how difficult/easy, unnatural/natural, and tiring/not tiring it was to think
aloud. For the unpleasant/pleasant scale, Eger et al. [20] found that RTA users experienced thinking
aloud as more pleasant than CTA users. This difference was significant when RTA was gaze-cued
as well as when it was screen-cued. The other individual studies found no significant difference
in the experience of thinking-aloud pleasantness between CTA and RTA. For all four scales, the
overall effect was small or moderate and not significant (Table 4).

In addition to the studies in Table 4, Franz et al. [30] provided qualitative data about the pleas-
antness of thinking aloud. Their results contradicted those of Eger et al. [20]. For three of the five
users, who were frail and elderly, Franz et al. [30] discontinued the RTA sessions because the user
found it stressful to watch their own mistakes on the video of their task performance: “I don’t
want to go through this again. I found it very stressful.” In contrast, the four CTA sessions were
completed but the users stopped thinking aloud as soon as they got stuck in the tested email client.

4.4.2 Experience of Working Procedure. In several studies, the users rated how their working
procedure during the usability test compared to their normal working procedures in terms of speed
and focus, see Table 5. The ratings were provided on five-point rating scales with “3” indicating
a speed/focus equal to the user’s normal procedures. For both CTA and RTA, the users’ experience
varied across the individual studies from a mean slightly slower and less focused than normal to
a mean that was somewhat faster and more focused. With respect to the effect of CTA or RTA,
two studies found that RTA users experienced their work speed as significantly higher than CTA
users [20 (gaze-cued RTA), 35] and three studies found that RTA users experienced their working
procedures as significantly more focused than CTA users [20 (both cases), 33]. The other studies
did not find significant differences between CTA and RTA. As a result, the overall effect was
0.31 (speed) and 0.35 (focus) standard deviations higher for RTA than CTA, but not significant
(Table 5).

4.4.3 Experience of the Evaluator’s Presence. Finally, the users in five cases rated their experience
of the evaluator’s presence, see Table 6. For both CTA and RTA, the means in the individual
studies were, with the exception of the study by van den Haak et al. [33], on the half of the scale
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Table 4. Users’ Experience of Verbalizing Their Thoughts, Rated on Five-Point Rating Scales (Higher
Numbers Equal Better Experience)

Difficult—easya Unnatural—naturala Tiring—not tiringa Unpleasant—pleasanta

CTA RTA CTA RTA CTA RTA CTA RTA
Group: classic CTA, classic RTA
Alhadreti and Mayhew [2]—CTA vs 3.40 3.65 2.95 3.25 3.50 4.00 3.35 3.60
RTA without first doing CTA (0.88) (1.26) (0.94) (0.85) (1.19) (0.85) (1.38) (1.56)
Alhadreti and Mayhew [2]—CTA vs 3.40 3.80 2.95 3.10 3.50 3.20 3.35 3.00
RTA after first doing CTA (0.88) (1.32) (0.94) (1.16) (1.19) (1.36) (1.38) (1.37)
Fan et al. [27] 4.50 4.10 4.10 4.10 4.10 4.50 4.40 4.50

(0.80) (0.60) (1.10) (0.60) (0.80) (0.50) (0.70) (0.50)
van den Haak et al. [33] 2.40 2.70 3.40 3.00 3.40 3.80 2.70 2.90

(0.80) (1.20) (0.90) (1.50) (1.00) (1.40) (0.80) (1.00)
van den Haak et al. [35] 3.40 3.20

(0.80) (1.00)
van den Haak et al. [36] 2.80 2.60

(0.80) (0.90)
Group: relaxed CTA, relaxed RTA
Eger et al. [20]—CTA vs 3.80 4.40 4.30 3.90 4.50 4.80 4.60 5.00
gaze-cued RTA (1.10) (0.80) (0.90) (1.20) (0.80) (0.50) (0.60) (0.10)
Eger et al. [20]—CTA vs 3.80 4.30 4.30 4.30 4.50 4.80 4.60 5.00
screen-cued RTA (1.10) (1.20) (0.90) (1.20) (0.80) (0.50) (0.60) (0.01)
Overall effect sizeb 0.12 −0.02 0.29 0.29

[−0.17, 0.42] [−0.31, 0.28] [−0.04, 0.61] [−0.18, 0.77]
Overall N (users) 212 132 132 132

aMean and, in parentheses, standard deviation.
bHedges’ g and 95% confidence interval.

indicating that the evaluator’s presence was experienced as natural, not disturbing, and pleasant.
The naturalness of the evaluator’s presence did not differ significantly between CTA and RTA
in any of the individual studies. As a result, the overall effect was small and not significant. In
contrast, the evaluator’s presence was significantly less disturbing during CTA than RTA in all
but Alhadreti and Mayhew’s [2] comparison of CTA with RTA after first doing CTA. The overall
effect was, however, not significant (Table 6). Because the standard deviation in several of the
individual studies was very small, the overall effect size (calculated by dividing with the pooled
standard deviation) should be treated as unstable [5]. It was very large, possibly artificially large.
The evaluator’s presence was experienced as significantly more pleasant by the RTA users than
the CTA users in both comparisons by Eger et al. [20]. The three other comparisons found no
significant difference. The overall effect was small and not significant.

5 Discussion
The use of either CTA or RTA in usability tests has been investigated and debated for over three
decades. This meta-analytic review combines the results from the existing comparisons of CTA and
RTA into an overall analysis.

5.1 Summary of Results
Table 7 summarizes the effect of the variables included in the meta-analyses. To conclude that a
variable has no effect, its overall effect must be very small and not significant [63]. Conversely, a
variable with a large overall effect size is likely to be of practical importance even if it does not
reach the level of significance, especially when the number of studies in the meta-analysis is modest
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Table 5. Users’ Experience of Their Working Procedure, Five-Point Rating Scale (Higher Number Equals
Higher Speed/More Focused), Overall N = 244 Users

Slower—higher speeda Less—more focuseda

CTA RTA CTA RTA
Group: classic CTA, classic RTA
Alhadreti and Mayhew [2]—CTA vs RTA 3.60 3.85 3.05 2.80
without first doing CTA (1.09) (1.30) (1.14) (1.36)
Alhadreti andMayhew [2]—CTA vs RTA after 3.60 3.35 3.05 3.20
first doing CTA (1.09) (1.22) (1.14) (1.70)
van den Haak et al. [33] 3.30 3.70 3.40 3.90

(0.70) (0.80) (0.60) (0.90)
van den Haak et al. [34] 2.50 2.70 3.50 3.20

(0.50) (0.50) (0.60) (0.50)
van den Haak et al. [35] 2.50 3.00 3.30 3.60

(0.50) (0.60) (0.70) (0.80)
van den Haak et al. [36] 2.60 2.40 3.00 3.60

(0.80) (0.60) (0.90) (1.00)
Group: relaxed CTA, relaxed RTA
Eger et al. [20]—CTA vs gaze-cued RTA 2.50 3.40 2.50 3.40

(1.00) (0.90) (0.90) (0.80)
Eger et al. [20]—CTA vs screen-cued RTA 2.50 2.70 2.50 3.50

(1.00) (0.50) (0.90) (0.90)
Overall effect sizeb 0.31 0.35

[−0.06, 0.68] [−0.11, 0.82]
aMean and, in parentheses, standard deviation.
bHedges’ g and 95% confidence interval.

and, thereby, introduces a high risk that insufficient power masks a real effect [63]. Cohen [15]
proposed that standardized mean difference effect sizes, such as Hedges’ g, are small when they are
at most 0.20 and large when they are at least 0.80. By analyzing over 300 meta-analyses, Lipsey and
Wilson [49] proposed adjusting these thresholds to 0.30 and 0.67. On that basis, we will consider an
effect very small when it is at most 0.15 and large when it is at least 0.80. Effects in between these
values are considered moderate if they are significant and inconclusive if they are not significant.
The rightmost column in Table 7 gives the resulting probable conclusion for each variable. These
conclusions are as follows:

—For task performance, the task success rate is similar for CTA and RTA, task time is moderately
higher for CTA, and total time is probably higher for RTA.

—For usability problems, the total number of problems is similar for CTA and RTA and so is the
detection rate and the number of problems in specific problem categories. It is inconclusive
whether the number of observed as opposed to verbalized problems differs between CTA and
RTA.
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Table 6. Users’ Experience of the Evaluator’s Presence, Rated on Five-Point Rating Scales (Higher Numbers
Equal Better Experience), Overall N = 124 Users

Unnatural—Naturala Disturbing—Not disturbinga Unpleasant—Pleasanta

CTA RTA CTA RTA CTA RTA
Group: classic CTA, classic RTA
Alhadreti and Mayhew [2]—CTA vs RTA 4.65 4.20 4.80 4.40 4.90 4.70
without first doing CTA (0.81) (1.21) (0.44) (0.50) (0.30) (0.57)
Alhadreti andMayhew [2]—CTA vs RTA after 4.65 4.50 4.80 4.60 4.90 4.75
first doing CTA (0.81) (0.88) (0.44) (0.51) (0.30) (0.44)
van den Haak et al. [33] 2.90 3.10 4.30 3.70 2.80 2.70

(0.70) (1.30) (0.60) (0.90) (0.30) (0.80)
Group: relaxed CTA, relaxed RTA
Eger et al. [20]—CTA vs gaze-cued RTA 4.80 4.50 5.00 3.30 4.50 5.00

(1.10) (0.70) (0.10) (0.10) (0.80) (0.10)
Eger et al. [20]—CTA vs screen-cued RTA 4.80 4.80 5.00 4.10 4.50 5.00

(1.10) (0.40) (0.10) (0.10) (0.80) (0.10)
Overall effect sizeb −0.14 −5.18 0.10

[−0.46, 0.18] [−13.78, 3.42] [−0.70, 0.89]
aMean and, in parentheses, standard deviation.
bHedges’ g and 95% confidence interval.

—For user verbalizations, the probable conclusion is that CTA users make more procedural-
description verbalizations, whereas RTA users make more explanations, problem formulations,
and design recommendations.

—For user experience, CTA and RTA are similar with respect to how easy and natural it is to
think aloud and how natural and pleasant the evaluator’s presence is, but the evaluator’s
presence is probably less disturbing during CTA. The remaining user-experience variables are
inconclusive.

These results span variants of CTA and RTA, including whether the users do classic or relaxed
thinking aloud. All the meta-analyses show which studies involve classic and relaxed thinking
aloud, but this distinction merely accounts for a modest part of the cross-study variation.

5.2 Thinking Aloud in Usability Tests
The effectiveness of a usability test is about the extent to which it attains the maxims of validity,
robustness, completeness, cost, and impact [37]. Usability tests employ CTA or RTA to help attain
these five maxims. In the following, the review results are discussed in relation to each maxim.

The validity of a usability test is about whether the problems that surface during the test also
hamper real use and whether the problems that hamper real use also surface during the test. It is
widely held that classic thinking aloud does not alter behavior, except by prolonging it, whereas
relaxed thinking aloud poses a threat to validity because it may alter behavior [24, 29]. This
contention is the main motivation for RTA, which lets the users solve the test tasks without the
interference of thinking aloud and is less dependent on restricting the users to classic thinking
aloud when they retrospectively verbalize their thoughts. However, the meta-analysis shows that
it has no effect on the task success rate whether the usability test employs CTA or RTA. That
is, thinking aloud while solving the test tasks does not alter behavior to the extent of producing
different task success rates than those for RTA. This finding is based on studies that span both
classic and relaxed thinking aloud (Figure 3), thereby partly moderating the contention that relaxed
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Table 7. Summary of Results

Variable Overall 95% confidence Number of Number of Probable
effecta interval studies users conclusion

Task performance
Task success rate 0.04 [−0.06, 0.14] 16 520 No effect
Task time −0.43 [−0.64, −0.21] 9 270 Moderate effect
Total time 2.09 [−0.48, 4.67] 6 174 (Large effect)
Usability problems
Number of usability problems −0.07 [−0.52, 0.37] 14 416 No effect
Detection rate −0.14 [−0.38, 0.09] 16 507 No effect
Number of terminology problems −0.15 [−0.81, 0.51] 6 104 No effect
Number of layout problems −0.06 [−0.85, 0.73] 7 184 No effect
Number of navigation problems −0.13 [−1.38, 1.13] 3 52 No effect
Number of data-entry problems −0.01 [−0.56, 0.55] 6 104 No effect
Number of observed problems −0.35 [−1.30, 0.60] 5 200 Inconclusive
Number of verbalized problems 0.44 [−0.76, 1.63] 5 200 Inconclusive
Number of observed-and-verbalized problems −0.21 [−1.02, 0.59] 5 200 Inconclusive
User verbalizations
Percentage of procedural-description verbalizations −2.29 [−6.58, 2.00] 3 30 (Large effect)
Percentage of explanation-and-problem-formulation
verbalizations

1.27 [−1.31, 3.85] 4 90 (Large effect)

Percentage of design-recommendation verbalizations 2.78 [−5.18, 10.75] 4 90 (Large effect)
User experience
Difficult/easy to think aloud 0.12 [−0.17, 0.42] 8 212 No effect
Unnatural/natural to think aloud −0.02 [−0.31, 0.28] 6 132 No effect
Tiring/not tiring to think aloud 0.29 [−0.04, 0.61] 6 132 Inconclusive
Unpleasant/pleasant to think aloud 0.29 [−0.18, 0.77] 6 132 Inconclusive
Slower/higher speed 0.31 [−0.06, 0.68] 8 244 Inconclusive
Less/more focused 0.35 [−0.11, 0.82] 8 244 Inconclusive
Evaluator presence is unnatural/natural −0.14 [−0.46, 0.18] 5 124 No effect
Evaluator presence is disturbing/not disturbing −5.18 [−13.78, 3.42] 5 124 (Large effect)
Evaluator presence is unpleasant/pleasant 0.10 [−0.70, 0.89] 5 124 No effect

aWhen the effect is negative, the variable (e.g., task success rate) is higher for CTA; when the effect is positive, the variable
is higher for RTA.

thinking aloud alters behavior. As expected, Table 7 shows an increase in task time for CTA. In
addition, CTA and RTA probably lead to differences in the content of the users’ verbalizations and
their experience of how much they are disturbed by the evaluator’s presence. The users produce
more explanations, problem formulations, and design recommendations during RTA than CTA.
While these verbalization categories appear important to the identification of usability problems, it
should be noted that they do not lead to the identification of more usability problems with RTA.
The finding that CTA users are disturbed less by the evaluator’s presence probably indicates that
the evaluator remains in the background during these sessions to let the users interact with the
tested system. In contrast, the evaluator may feel free to assume a more active role during the
thinking-aloud part of RTA sessions because the users are no longer interacting with the system.

The robustness of a usability test is its ability to produce stable results across variations in the test
situation. It is well-documented that test results are sensitive to variation in, for example, evaluators
[42], tasks [17], and users [8]. Several of the reviewed studies compare CTA and RTA across variation
in users or across variants of RTA. Regarding variation in users, Savva et al. [65, 66] compared CTA
and RTA across blind and sighted users. Neither of these two studies found significant interaction
effects between thinking-aloud condition and user group on the number of usability problems
identified. That is, the results for CTA and RTA were robust across the variation in user group.
Olmsted-Hawala and Bergstrom [56] compared CTA and RTA across young (18–28 years), middle-
aged (40–50 years), and older (64–76 years) adults. They found significant age-group differences in
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task success rate, task time, and some user-experience ratings but no significant differences between
CTA and RTA. While they did not test for interaction effects between thinking-aloud condition and
age group, Table 2 in their article suggests that any interaction effects were in task success rate. That
is, the results for CTA and RTA were robust across the variation in user group, with the possible
exception that task success rate might be increasingly influenced by thinking-aloud condition with
decreasing user age. Regarding variants of RTA, the reviewed studies compare the standard variant
(screen-cued RTA at the end of the session without first having done CTA) with uncued RTA [13],
gaze-cued RTA [20], delayed RTA [55], and RTA after first doing CTA [2, 43, 72]. The alternative
variants are investigated in too few studies to enable firm conclusions about whether usability
test results are robust across the variants of RTA. However, three potential inferences are worth
mentioning. First, uncued RTA appears to identify fewer usability problems than cued RTA [13].
Second, the different variants of cued RTA appear to result in roughly the same number of user
verbalizations with a similar distribution across content categories [43, 55, 72]. Third, the number
and types of usability problems identified with RTA after first doing CTA appear more similar to
those identified with CTA than to those identified with RTA without first having done CTA [2].

The completeness of a usability test is about whether it reveals the full set of usability problems
or only part of it. In the absence of a definitive method for determining the full set of problems, it
is commonly defined as the combined list of problems identified with the different usability tests
in a study. With detection rates in the 47%–85% (CTA) and 25%–85% (RTA) range, the reviewed
studies clearly show that neither CTA nor RTA leads to the identification of the full set of usability
problems. These detection rates resemble those in other studies of usability tests based on thinking
aloud as well as those in studies of other usability evaluation methods [e.g., 8, 53]. In addition,
the meta-analysis leads to the conclusion that it has no effect on the detection rate whether a
usability test employs CTA or RTA. That is, the completeness of usability tests depends largely on
factors other than the choice of either CTA or RTA. It provides further evidence in support of this
conclusion that the severity of problems and the number of problems in specific problem categories
are also similar for CTA and RTA.

The cost of a usability test is the base cost of equipment and evaluator competences and the
variable cost of compensating users and running test sessions. The reviewed studies mainly address
the variable costs, which depend on the number of users and the length of the sessions. Regarding
the number of users, the meta-analysis shows no difference in the number of usability problems
identified with CTA and RTA, irrespective of whether the users do classic or relaxed thinking
aloud. Regarding the length of the test session, the total session time for RTA is about two standard
deviations longer than for CTA (Figure 5). There are two reasons why the total time for RTA
is not twice that for CTA. First, task time is longer for CTA than RTA because thinking aloud
prolongs task completion. Therefore, the thinking-aloud part of an RTA session re-views a shorter
task-completion process, even when cued by a video. Second, several of the reviewed studies
use cues other than a video in an effort to shorten the thinking-aloud part of RTA sessions.
For example, Ji and Rau [45] cued RTA with the chat history of the tested chatbot. With cues
other than video, the time required for the thinking-aloud part of RTA is not tied directly to the
length of the task-completion process but instead to the extent of the user’s verbalizations. In
addition to total session time, Charoenpruksachat and Longani [13] also investigated the time
needed by the evaluator to analyze the test sessions and found that video-cued RTA sessions took
24% less time to analyze than CTA sessions, while uncued RTA sessions took 56% less time to
analyze than CTA sessions. They attribute the former time saving to more audible verbalizations,
which could be analyzed without replaying the video multiple times, and the latter time saving to
more directed verbalizations, which required less analysis because they were more self-contained.
A shorter analysis process for RTA may, to some extent, compensate for the longer session time.
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The base costs appear to be similar for CTA and RTA, with the possible exception that extra
recording equipment may be needed for RTA to cue the users’ thinking aloud. A finding common
to CTA and RTA is that some of the studies self-describe as employing classic thinking aloud
but report a fairly high percentage of verbalizations in the category of explanations and problem
formulations (Figure 9). Such verbalizations are at Level 3 (see Section 2) and formally specific to
relaxed thinking aloud, yet they occur, in practice, during both classic and relaxed thinking aloud.
This finding has also been noted in previous studies [25, 38]. It suggests that the evaluators may
need better competence in instructing users about how to think aloud.

The impact of a usability test concerns whether the identified problems are fixed. It is notable
that none of the reviewed studies investigate this issue. Despite considerable debate about the pros
and cons of CTA and RTA, the reviewed studies are restricted to the effects of CTA and RTA on the
usability test. They do not investigate downstream effects, such as the extent to which the tests
have the persuasive power necessary to bring about changes in the tested system. Previous studies
find that early usability tests tend to have a higher impact than later tests [37] and that usability
inspections without users may struggle with persuasiveness because their results are perceived as
opinion [71]. Relatedly, the different qualities of CTA and RTA could influence how test results are
received by those who decide which problems to fix.

5.3 Implications
This review has multiple implications. The following list starts with implications for practice and
then proceeds with implications for research.

First, practitioners who employ classic thinking aloud should choose CTA to identify about
the same number of usability problems within a shorter total time, but they may also consider
RTA to shield the performance of the test tasks from reactivity introduced by thinking aloud.
Such reactivity should, however, be a minor issue provided that the evaluator instructs the users
adequately in classic thinking aloud and the users comply with these instructions [24, 29].

Second, practitioners who prefer relaxed thinking aloud should choose CTA if their main concern
is total time, and RTA if their main concern is the content of the user verbalizations. The choice
of CTA or RTA has little effect on the number and types of problems identified, also when the
users do relaxed thinking aloud. That is, the richer verbalizations obtained with relaxed RTA do
not appear to make usability tests more effective at identifying usability problems than CTA.

Third, factors other than the choice of either CTA or RTA are more important to the output of
usability tests. These factors include the number, diversity, and representativeness of the test users
[12]. Additional factors that influence the test results are the tasks solved by the users [17] and the
number of evaluators who analyze the test sessions [42]. In complex domains, the quality of the
test results also hinges on having domain experts on the usability team [14].

Fourth, RTA allows for relaxed thinking aloud without the risk of influencing the users’ task
performance. However, the thinking-aloud part of RTA may produce inaccurate verbalizations
that mislead the evaluator and result in the reporting of erroneous usability problems. Thus, it
appears risky to conduct RTA without cueing the users during the thinking-aloud part of the
session, especially if the users are instead prompted with questions in a format that borders on an
interview [e.g., 13].

Fifth, CTA taxes users with the added activity of thinking aloud during task performance but
does not require that they remember what they are doing to be able subsequently to verbalize it.
Only one of the reviewed studies investigates the net effect on the users’ workload. This study
[65] finds that users experience significantly higher workload during RTA than CTA. Thereby, it
reinforces a comment from an RTA user: “While I was searching I had in the back of my mind
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that I needed to remember what I was doing” [70]. Further research is needed on the workload
experienced during CTA and RTA.

Sixth, the reviewed studies make no use of technology to support CTA sessions, while RTA
sessions involve screen or gaze recordings to cue the users’ verbalizations. Future research should
investigate how technology-enhanced CTA sessions compare with RTA. Possible enhancements of
CTA include gaze tracking to support the evaluator in analyzing the user’s focus of attention [68]
and automated sentiment analysis to support the evaluator in assessing the user experience [67].

Seventh, one variant of RTA dominates: screen-cued RTA at the end of the session. Future
research should investigate ways of strengthening the thinking-aloud part of such sessions by
exploiting its separation from task performance. It may, for example, be possible to have artificial
intelligence pre-analyze the user’s behavior and point out the video segments that warrant special
attention during thinking aloud [28]. It may even be possible to shorten sessions by skipping over
tasks, or subtasks, that did not cause the user any problems.

Eighth, usability tests should also exploit that RTA makes it possible to have users think aloud in
settings where thinking aloud is inconvenient or impossible during task performance. Such tests
are outside the scope of this review because they do not allow for comparing RTA with CTA. In a
usability test that employs RTA, the users may think aloud in the lab after performing tasks in the
field, in collaboration with others, in safety-critical domains, in high-workload settings, or in other
situations that preclude CTA [e.g., 48, 50].

Ninth, the results of the reviewed studies differ to the extent of being inconclusive for several of
the variables included in this meta-analysis (Table 7). These variables should be investigated further
in future research. It is, for example, important to establish whether users find it more unpleasant
to think aloud during RTA than CTA, possibly because it is stressful for them to re-experience their
mistakes when they watch the video of their task performance [30].

Tenth, the reviewed studies primarily involve able-bodied adults using websites or other sim-
ple systems. The few studies that involve children, blind users, and complex systems should be
supplemented with additional studies. In addition, all the reviewed studies concern usability tests
performed with the user and evaluator co-present in the lab. Future studies should investigate
whether the review results extend to remote and unmoderated usability tests, which are increasingly
common.

5.4 Limitations
Four limitations should be remembered in interpreting the results of this review. First, the quality
of the meta-analysis hinges on the quality of the 29 reviewed studies. To bolster their quality, only
peer-reviewed studies were included. It is, however, acknowledged that the classification of the
studies into classic and relaxed thinking aloud on the basis of the methodological description in the
studies was in some cases contradicted by the fairly high percentage of verbalizations that included
explanation and problem formulation (Section 4.3.2). Second, the reviewed studies compare CTA
and RTA on variables that differ across the studies. The difference in variables adds breadth and
richness to this review but it also means that the number of studies that compare CTA and RTA
is modest for most of the variables. As a result, the meta-analysis is inconclusive for seven of the
variables (Table 7). Third, the reviewed studies were classified according to the taxonomy in Figure
1 but there may be additional factors that moderate how task performance, usability problems, user
verbalizations, and user experience are influenced by CTA and RTA. The influence of such factors
remains hidden in this review, but they may explain some of the variation in the data and this
variation may partially mask the real effect of some of the analyzed variables. Moderating factors
that could be considered if they were investigated in enough studies include user characteristics (e.g.,
children vs adults vs elderly) and system characteristics (e.g., website vs game vs office application).
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Fourth, this review is not an examination of the validity of thinking aloud. The review compares
CTA and RTA and, in doing so, covers whether they differentially influence task performance. The
validity, or reactivity, of thinking aloud is thoroughly investigated in studies restricted to either
CTA or RTA. In the context of usability tests, the validity of thinking aloud has, for example, been
investigated by Elling et al. [23] for CTA and by Guan et al. [32] for RTA.

6 Conclusion
This review provides a meta-analysis of the studies that compare the use of CTA or RTA in
usability tests. The meta-analyses span 24 variables about task performance, usability problems,
user verbalizations, and user experience. For practitioners, the main implication of this review
depends on whether they employ classic or relaxed thinking aloud. In the former case, they should
choose CTA to identify about the same number of usability problems within a shorter total time. In
the latter case, they should choose CTA if their main concern is total time, and RTA if their main
concern is the content of the users’ verbalizations. For researchers, the main implication is the
identification of multiple areas for future research. In particular, future research should untangle
the inconclusive meta-analyses for seven of the analyzed variables and compare CTA and RTA in a
wider variety of settings than usability tests with the user and evaluator co-present in the lab.

Appendix
The 29 studies included in the review are listed below. Each study is classified according to the
taxonomy in Figure 1. The studies that contain multiple comparisons between CTA and RTA may
have more than one classification in some of the columns. The list also gives the total number of
users in each study.

Study CTA levels RTA levels RTA cues RTA delay Users
Alhadreti and Mayhew [2] Classic Classic Video End of session 60
AlRoobaea et al. [3] Relaxed Relaxed Video End of session 120
Alshammari et al. [4] Classic Classic Video End of session 30
Balatsoukas et al. [6] Classic Relaxed Video End of session 35
Bowers and Snyder [9] Classic Classic Video End of session 48
Capra [11] Relaxed Relaxed Video End of session 24
Charoenpruksachat and Longani [13] Relaxed Relaxed Video/Uncued End of session 90
Donker and Markopoulos [18] Relaxed Relaxed Uncued Post task 30
Eger et al. [20] Relaxed Relaxed Gaze+video/Video End of session 24
Fan et al. [27] Classic Classic Video End of session 8
Franz et al. [30] Relaxed Relaxed Video End of session 8
van den Haak et al. [33] Classic Classic Video End of session 40
van den Haak et al. [34] Classic Classic Video End of session 40
van den Haak et al. [35] Classic Classic Video End of session 40
van den Haak et al. [36] Classic Classic Video End of session 40
Hyrskykari et al. [43] Relaxed Relaxed Gaze+video End of session 8
Jensen [44] Relaxed Relaxed Video End of session 15
Ji and Rau [45] Classic Classic Chat history End of session 60
van Kesteren et al. [46] Classic/Relaxed Relaxed Video End of session 6
McDonald et al. [52] Classic Classic Uncued End of session 10
Ohnemus and Biers [55] Relaxed Relaxed Video End of session/24h delay 30
Olmsted-Hawala and Bergstrom [56] Relaxed Relaxed Not reported End of session 95
Page and Rahimi [59] Classic Classic Video End of session 12
Petrie and Precious [60] Relaxed Relaxed Not reported End of session 16
Peute et al. [61] Classic Classic Video End of session 16
Prokop et al. [62] Classic Classic Uncued Post task 31
Savva et al. [65] Relaxed Relaxed Video/Audio End of session 16
Savva et al. [66] Relaxed Relaxed Video/Audio End of session 16
Yang et al. [72] Relaxed Relaxed Gaze+video End of session 20
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